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Abstract. The most popular lossy image compression method used on the Inter-
netis the JPEG standard. JPEG’s good compression performance and low compu-
tational and memory complexity make it an attractive method for natural image
compression. Nevertheless, as we go to low bit rates that imply lower quality,
JPEG introduces disturbing artifacts. It appears that at low bit rates a down—
scaled image when JPEG compressed visually beats the high resolution image
compressed via JPEG to be represented with the same number of bits.

Motivated by this idea, we show how down-sampling an image to a low resolu-
tion, then using JPEG at the lower resolution, and subsequently interpolating the
result to the original resolution can improve the overall PSNR performance of the
compression process. We give an analytical model and a numerical analysis of the
sub-sampling, compression and re-scaling process, that makes explicit the possi-
ble quality/compression trade-offs. We show that the image auto-correlation can
provide good estimates for establishing the down-sampling factor that achieves
optimal performance. Given a specific budget of bits, we determine the down
sampling factor necessary to get the best possible recovered image in terms of
PSNR.

1 Introduction

The most popular lossy image compression method used on the Internet is the JPEG
standard. JPEG uses the Discrete Cosine Transform (DCT) on image blocks of size
8 x 8 pixels. The fact that the JPEG operates on small blocks is motivated by the non-
stationarity of the image, and the need to approximate the Karhunen Loeve Transform
(KLT) for 2D Markov processes. A quality measure determines the (uniform) quantiza-
tion steps for each of th&t DCT coefficients. The quantized coefficients of each block
are then zigzag-scanned into one vector that goes through a run-length coding of the
zero sequences, thereby clustering long insignificant low energy coefficients into short
and compact descriptors. Finally, the run-length sequence is fed to an entropy coder,
that can be a Huffman coding algorithm with either a known dictionary or a dictio-
nary extracted from the specific statistics of the given image. A different alternative
supported by the standard is arithmetic coding.

JPEG’s good compression performance and low computational and memory com-
plexity make it an attractive method for natural image compression. Nevertheless, as
we go to low bit rates that imply lower quality, the JPEG compression algorithm intro-
duces disturbing artifacts. It appears that at low bit rates a down—scaled image when
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JPEG compressed and later interpolated, visually beats the high resolution image com-
pressed directly via JPEG using the same number of bits. An experimental result dis-
played in Figur€ll shows that both visually and in terms of the Mean Square Error (or
PSNR), one obtains better results using down-scaling compression and up-scaling after
the decompression.

Fig. 1. Original image (on the left) JPEG compressed—decompressed image (middle),
and down-scaled—JPEG compressed-decompressed and up scaled image (right). The
down scaling factor 0.5. In both cases, the compression ratialis The MSE in the

upper row is219.5 (left) and193.12 (right). Similarly, in the lower row256.04 (left)
and248.42 (right).

In this paper we propose an analytical explanation to the above phenomenon, along
with a practical algorithm to automatically choose the optimal scaling factor for best
PSNR. We derive an analytical model of the compression— decompression reconstruc-
tion error as a function of the memory (bits) budget, the (statistical) characteristics of
the image, and the scale factor. We show that a simplistic second order statistical model
provides a good estimate of the down-sampling factor that achieves optimal perfor-
mance.

This report is organized as follows. Sectian§1d33—4 present the analytic model, and
explore its implications. Sectidd 5 describes an experimental setup that validates the
proposed model and its applicability for choosing best scaling factor for a given im-
age with a given bits budget. Finally, Sect[dn 6 ends the paper with some concluding
remarks.
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2 Analysis of a Continuous “JPEG-Style” Image Representation
Model

In this section we start building a theoretical model for analyzing the expected recon-
struction error when doing compression—decompression as a function of the total bits
budget, the characteristics of the image, and the scale factor. Our model considers the
image over a continuous domain rather then a discrete one, in order to simplify the
derivation. The steps we follow are:

— Derivation of the expected compression-decompression error for a general image
representation process, based on slicing the image domaif/iriip N blocks.

— Derivation of an expression for the error by exploiting the fact that the coding is
done in the transform domain using an orthonormal basis, and assuming that the
error is due only to truncating the transform coefficients.

— Extension of the expression for the error to include quantization error of the non-
truncated coefficients.

— Extension of the formal error to take into account the fact that the transform is the
DCT, i.e. the orthonormal basis is cosine functions.

— Including in the expression for the error an approximation of the quantization errors
due to various policies of allocation the total bits budget.

At the end of this process we obtain an expression for the error as a function of the bits
budget, scale factor, and the image characteristics. This function eventually allows us
to determine the optimal scale—down factor in JPEG-like image coding.

2.1 Compression-Decompression Expected Error

Assume we are given images on the unit squ@re] x [0, 1], fu(z,y) : [0,1]x[0,1] —
R, realizations of a 2D random proce§h, (z, y)}, with second order statistics given
by

E(fu(®,y) =0,  R@y;2+ 7y +7,) = rge” */mlemvlml.

We assume that the image domginl] x [0, 1] is sliced into)M - N regions of the form
_Ji=1 ) -1 . o
AU_[M ’M}X{ N ’N} for i=1,2,..,.M;j=1,2,..,N,

Assume that due to our coding of the original img@ggx, y) we obtain the com-
pressed-decompressed regyltz, v), which is an approximation of the original image.
We can measure the error in approximatjadz, y) by f..(z,y) as follows

&= [ (ulen) ~ Fuley)Pdudy
[0,1]x[0,1]
M N

= ZZ//AU(fw(x,y) — Folz,y))2dady

i=1 j=1
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M N

3> AreaAy) f a( g // fale9) = Fale.y) Pdady

=1 j=1
M N

=> > Ml- ~ (MSE, (A}

i=1 j=1

where we define’\/.h'S'Efw(Aij).E W Ja, (fula,y) - fw(x7y))2dxc.iyl..We. |
shall, of course, be interested in the expected mean square error of the digitization, i.e.,

M N

ZZM N (Are;Am)//A.(fw(x’y)_fw(xv?/))zdxdy>

=1 j=1

Note that the assumed wide—sense stationarity of the image process results in the
factthatE (M SE¢(A;;)) is independentofi, j), i.e., we have theameexpected mean
square error over each slice of the image. Thus we can write

1
EE) =M - NmE(MSEfw (A1)

g (W I, et fw<x,y>>2dxdy) .

Up to now we considered the quality measure to evaluate the approximation of
fw(z,y) in the digitization process. We shall next consider the set of basis functions
needed for representing, (z, y) over each slice.

2.2 Bases for Representing’, (x, y) over Slices

In order to represent the image over each slie, we have to choose an orthonormal
basis of functions. Denote this basis ¥ (x, y) } k,1=0,1,2,... }- We must have

1if (k1) = (K, 1/
// Pry Py dxdy = Oprr S :{ (k1) = (K, 1)
A

0 otherwise

If {$1;} is indeed a basis, then we can wrife(z,y) = > oy D a0 (fu(z,y),

Dri(z,y))Pri(z,y), as a representation gf,(z,y) over A;; in terms of an infinite
set of coefficients

Fu = (fue o) Pulen) = [ fulaa)Pute.g)dody.

Suppose now that we approximgig(z, y) overA;; by using only a finite se® of
the orthonormal function§®y, (x, y)}, i.e consider

T y) = ZZ(kl’l)eg<fw(xvy)vq)kl(xvy»q)kl(xvy)v
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(Itis easy to see that the optimal coefficients in the approximation above turn out to be
the correspondindy; 's from the infinite representation!). The mean square error of
this approximation, oves\;; say, will be

MSEy, (A1) =M - N {//A fa(x,y)dzdy

—2//Aufw(x, Y) fu(x,y)dzdy + //Aufi(x,y)dxdy]

Hence,

MSEy, (An)
=M N [//Aufi(x,y)dxdy -y Z(k’l)m(fw(x,y)? ¢kl(x7y)>2]

Now the expected/ SEy, (Aq1) will be:
e | [ R - S5 B o))

A
HenceEE2 = M - N - 13 - ﬁ - M- -N - Ez(k’l)enE(F,fl) =r2-M-N-
> Z(k,l)eQE[FkQ,l]'
2.3 The Effect of Quantization of the Expansion Coefficien#y;

Suppose that in the approximatigp (z,y) = 3. > ket u®ri(z,y) we can only
use a finite number of bits in representing the coefficighis} that take values in R.
If Fy,; is represented / encoded wiily -bits we shall be able to describe it \Eﬁ that
takes or2® values only, i.eF? = Qy,,(Fii) : R — set of2"* representation levels.

The error in representing; in this way is]“,fl = (Fr — F,ff)Q. Let us now see how
the quantization errors affect tid SEy, (A11). We have

1 R 2
MSE}C%](AII) = ﬁ// (fw(xvy) - fs(xvy)) dxdy
M N An
Whereff(x_’y) = Z ZkJEQF]gQSk:l (xvy) Now

N N ~ 2
MN [ (fula) = Fuloas) + Fulie) = FR(o9)) dady
= MSEy, (Aun) +M-N->_ Zklegr,fl = MSE? (An).
The expected/ SEY (Ay, ) is therefore given by:

E(MSEY)(An)



128 Alfred M. Bruckstein, Michael Elad, and Ron Kimmel

— 2 _ . . . 2 . @12
—r2—M-N ZZMEQ [F2 )+ M NZZ(’CJ)GQE[FM FQ

Hence, in order to evaluatB[£%]? in a particular representation when the image is
sliced intoM - N pieces and over each piece we use a suf¥set the possible basis
functions (i.e.2 C {(k,1)|k,l = 0,1,2..}) and we quantize the coefficients wiB),;-

bits we have to evaluate

re—M-N-> Z(k l)eﬂ{ variance ofF,; }
+M-N- Z Z(k l)eg{error in quantizingFy; }

2.4 An Important Particular Case: Markov Process with Separable Cosine
Bases

We have the statistics dff,,(x, y)} given by
E(fw(.lf, y)) = Ov Efw(.lf, y)fUJ(x + Tz, Y + Ty) = 7‘86_%‘”‘6—%%;;\

and we choose a separable cosine basis for the slices, i.d00ygrx [0, &, P (z, y)

= ¢i(z)p1(y) wherepy (z) = /M (2 — 6;) coskMmz, k=0,1,2,...,andy;(z) =
VN (2—6)cosl Nwx, 1 = 0,1,2,.... To computeEE? for this case we need to
evaluate the variances 6}, defined ad = [, fu(z,y)¢r(x)@i(y)dzdy, we have

EF% =F // N // P ) (€ M) € oy

= / re~slz=¢lemauly=nl . pr(2 — 6, cos(km M) cos(km M¢)
A1 A
-N(2 — 4;) cos(IrNy) cos(Im Ny)dxdydédn.

Therefore, by separating the integrations we obtain
w o[
EF} =12 (2—6;) / / e~ |78l cos(kn M) cos(kn M &) M dxdé
0 0

(2 — (51)/N/Ne_“”|y_"| cos(ImNy) cos(ImNn)Ndydn
0o Jo

Changing variables of integration o= Mz z € [0,1],6 = M¢ € € [0,1],5 =
Ny g €]0,1],andn = Nn 7 € [0,1] yields

UMY enpe o
EFj =13(2 = 6;)(2 - 6) - i / / e~ 5 1778l cos(knik) cos(km€)ddE
1A e 00
—/ / e~ N 577l cos(1m)) cos(Imi)dijdn
NJo Jo

Let us define, for compactness, the following integrﬁ:fole*f”“ﬁ'cos(lmr:c)
cos(Im€)dxdé = M(A; k,1) Then we see that
1

1 Ay Q,
BFY = 32— 0P) 5o M(T5 k) (2= 6P) - - M(S51,0)
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We have that

sD 4
Ie=ll"g2 4 22
3 N\t A? 2 e (=D + (=D)))
U+ U™ @+ ) >

M(A; k1) = (1+ 6 or,)

Therefore some algebra yields

4’/‘2 (O‘_L) ag ﬁ)
EF2 — 0 M 1-(2— 6PV = (—1)Fe—(5F) M’ ).
ki M-N[(%)ukw]( @2=0 )0 = (=1 e ) ey

)
[ | (- - o - aye R ).

~ )2 + 1272

2.5 Incorporating the Effect of Coefficient Quantization

We have that[F},; — F,S}Q ~ K- %, whereK is a constant in the randg, 3.
According to rate-distortion theory (for uniform and Gaussian variables) the above for-
mula for evaluating the error due to quantization describes well the behavior of the error
as a function of the number of bits allocated for representing

Putting the above results together, we get that the expected mean square error in
representing images from the procégs (z, y) } with Markov statistics, by slicing the
image plane intd/ - N slices and using, over each slice, a cosine basis is given by:

E[E9)?

w

O Qy K
—f1- DD o2 @ =0 M7k ML) [1 - szk,]}

This expression giveB[£2]? in terms ofrg, {a., o, } and{by; } - the bits allocated to
the coefficientd,;where the subset of the coefficient is given da

3 The Slicing and Bit—Allocation Optimization Problems

Suppose we consider
E[EQ)?

w

B {1- T %, a2 D) MOk B - PIMELD -

as a function of\/, N, {by; }. We have that the total bit usage in representing the image
is

o= (S, 0) -5

Now we can solve a variety of bit—allocation and slicing optimization problems.
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3.1 Optimal Local Bit Allocation and Slicing Given Total Bit Usage

Given the constraint

Bror
Zz(k,l)eﬁbkl T MN

find {b3,} that minimize theEE2. We need to minimize

~2
Tkl

a —
DY e @ SIM(S k(@ — 6P IM(SE L D2,

This is a classical bit allocation process and we have that the optimal bit allocation
yields (theoretically) the same error for all terms in

~2 ~9
Z Z Okt _ Z Z Okt
k,le 2 22bki ki€ A2,

where we definedly; as the number of quantization levels, se€e [6]. Hence we need

~2 2

U
—kl — Const= A2 Tkl
Ail M~ Const

and we should have?> & bt = [T, _, A2, = 22Bror/(MN) The result is

1 - BTOT 1 1 ~ L
br = Elogz G + MoN 2] §log2( H i) T
(kl)en

With this optimal bit allocation the expression Z(k’l)eg 2%“ is minimized to

1
[€2]

02| - Const= || - 23 %" 11 &%
(kl)es2

Hence,

E(E2) )opT—ro{l—ZZkl o — 5P )M(%;k,k)/\/l(%;l,l)

1
122]

Ok k)M 2L 1) }

e R (] k@ - oP) - P M(SE: N

(k,)en

an error expression in terms @Bror, M, N, {2) and the second—order—statistics pa-
rametersy, o, o, Of the{ f,,(x, y) }—process.
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3.2 Effect of Slicing with Rigid Relative Bit Allocation

An alternative bit allocation strategy perhaps more in the spirit of the classical JPEG
standard can also be thought of. Consider th& chosen and thig,;’s are also chosen
a-priori for all (k, 1) € £2. Then we have

B3]

= T% {1 - sz,leQ(Q - 5’?)(2 - 5F)M(%;k7k)M(%;l7l)[l - 25—,,“]}

as a function ofM and N. This function clearly decreases with increasihgand
N since more and more bits are allocated to the image, andBerg = M - N -
>~ > k.1enbr. Suppose now that fa¥/ = N = 1, we choose a certain bit allocation
for a givens? (say 2 = {(k,1)|k + 1 < Limit k,l = 0,1,2...}) i. e. we choséy,
but now as we increase the number of slices (i.e. incréasnd N) we shall modify
the by's to keepBror a constant by choosing, (M, N) = by - w7+ Here Bror
remains a constant and we can again analyze the behavitj€f|2 asM andN vary.

3.3 Soft Bit Allocation with Cost Functions for Error and Bit Usage

We could also consider cost functions of the foG‘mSE(E[S%]z) +Cp(M - N -
Bits/slice) , whereCy;sr andCp are cost functions chosen according to the task in
hand, and ask for the bit allocation that minimize the joint functionals, in the spirit of

[5].

4 The Theoretical Predictions of the Model

In the previous sections we proposed a model for the compression error as a function of
the image statistics-¢, ., o), the given total bits budgesror, and the number of
slicingsM andN. Here, we fix these parameters according to the behaviour of natural
images and typical compression setups and study the behaviour of the theoretical model.

Assume we have a gray scale image of giz8 x 512 with 8 bits/pixel, as our
original image. JPEG considegsx 8 slices of this image and produces, by digitizing
the DCT transform coefficients with a predetermined quantization table, approximate
representation of thegex 8 slices. We would like to explain the observation that down-
scaling the original image, prior to applying JPEG compression to a smaller image,
produces with the same bit usage, a better representation of original image.

Suppose the original image is regarded as the 'continuous’ image defined over the
unit squarg0, 1] x [0, 1], as we have done in the theoretical analysis. Then, the pixel
width of a512 x 512 image will bel/512. We shall assume that the original image is
a realization of a zero mean 2D stationary random process with autocorrelation of the
form

R(li — '], 15 = §') = r§lpal "= p2 =7,
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with p;, andp, in the range 0f0.8,0.9], as is usually done (sek! [6]). From a single
image,r2 can be estimated via the expression

127
1 _
o, 1 o o
6~ e ey Q) = 1)) 2—256(20) ) = 32, 385.00,

i,
assuming an equalized histogram. If we consider gat’| =~ e—lsz—snl =
e~5121'=%| we can obtain an estimate farusinge =3z = p € [0.8,0.9]. This provides

—5% =log, p — a = —512 x log, p € [50, 150].

The total number of bits for the image representation will range fodibpp to
about2.0bpp, hence Bror will be between512 x 512 x 0.05 = 13,107 to 512 x
512 x 2 = 524,288 bits for 512 x 512 original images. Therefore, in the theoretical
evaluations we shall take,, «, € [50,150], 7, = 32500 for 256 gray level images,
with total bit usage betweeto, 000 and1, 000, 000.

The symmetricc andy axis slicings considered will b&/, N = 1,2, ...64, and we
shall evaluate

BlEZ)
_ 20 _5Py(2 — sP ML @ _x
= {1- 5, e 20— 0P )M MG LI - 51
with Ag;s provided by the optimal level allocation
A
=(2-30)(2 =8 )M(

b R M(S L (22 Bron A2 T S

M T 1yen (@)™

Practically, the optimal level allocatiaff, should be given byl}, = max(1, | Ax ),
a measure that automatically prevents the allocation of negative numbers of bits. Ob-
viously this step must be followed by re-normalization of the bit allocation in order to
comply with the bits budget constrairi€. can be taken from 1 to 3, whereaswill
be{(k,l)|[k+1 <7, k,1=0,1,..7}, simulating the standard JPEG approach which
is coding of8 x 8 transform coefficients, emphasizing the low frequency range via the
precise encoding of only abol®| = 36 coefficients.

Using the above described parameter ranges, we plot the predictions of the analyt-
ical model for the expected mean square error as a function of the slitinggh bit
usage as a parameter. Figures 2[and 3 demonstrate the approximated error as a function
of the number of slicings for various total number of bits. Figdre 2 displays the predic-
tions of the theoretical model in conjunction with optimal level allocation while Figure
Bluses the JPEG style rigid relative bit allocation. In both figures the left side shows the
results of restricting the number of bits or quantization levels to integers, while the right
side shows the results allowing fractional bit and level allocation.

These figures show that for every given total number of bits there is an optimal
slicing parameted/ indicating the optimal scaling factor. Note that the integer allo-
cation cause in both cases non-smooth behaviour. Also, in Higure 2 it appears that the
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minimum points are local ones and the error tends to decreas¢ mreases. This
phenomenon can be explained by the fact that we used an approximation of the quan-
tization error which fails to predict the true error for a small number of bits at large
scales.

Fig. 2. Theoretical prediction based on optimal level allocaibGE versus number of
slicings M with total bits usage as a parameter. Here, we used the typical valges
150, andk = 3.

7oKbs

KKKKK

gL
§§EE1¥§ o

Fig. 3. Rigid relative bit allocatiorbased prediction of MSE versus number of slicings
M with total bits usage as a parameter. Here, we used the typical valsess0, and
k=1.

Figure[4 shows the theoretical prediction of PSNR versus bits per pixel curves for
typical 512 x 512 images with different scales (different valuesidf, where scale
8M/512). One may observe that the curve intersections occur at similar locations as
those of the experiments with real images shown in the next section.

5 Compression Results for Natural and Synthetic Images

In order to verify the validity of the analytic model and design a system for image
transcoding we generate synthetic images for which the autocorrelation is similar to
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N

i M

Fig. 4. Theoretical (two left frames) and rigid relative (two right frames) bit alloca-
tion based prediction of PSNR versus bits per pixel with image scaling as a parameter.
Again, we used the typical values = 150, andx = 3 for the theoretical prediction
case, and = 1 for the JPEG-style case.

that of a given image. Next, we plot the PSNR/bpp JPEG graphs for all JPEG qualities,
one graph for each given scaling ratio. The statistical model is considered valid if the
behaviour is similar for the natural image and the synthesized one.

5.1 Image Synthesis

Assume that an imagg(m, n) autocorrelation function is that of a homogeneous ran-
dom field of the form

M—-1 N—
! —ag|m|—ay|n
Rgg(m n)_M— Z Z m n) (m +m’n, +n)—e @ |m|—oy| ‘

m’=0n’=0

Define the Fourier transfordi(k) = F{g(x)}. Then, the power spectrum of the real
signal is given byF{R,,(z)} = Pye(k) = (§(k)g*(k)). Now, considering tth
signal with the above given statistics, we hayék)g* (k) = F{e °l*l} = 2o
Thus, we have that(k) = v2a-%=; and

2+k21
iy R a 2 1) 1 . 2a
glx)y=F H{gk)} =F {\/;7042—1—1@} +F { —\/ﬁmioﬂ—i—k?}
B L P I S St P By (- N P
\/;e \/_dxe 5¢ (1 +sgnz))
. 2ae=1*l >0
~ 10 z<0

In order to generate synthetic images, we ‘color’ a uniform random (white) noise
as follows. Letg,, be anM x N matrix in which each entry is a uniformly distributed
random number. Next, lgtandg be M x N matrices with elements

V207%™ n= %,m =1,...M
p(m,n) = {0 otherwise

200" m = %,n =1,..N
0 otherwise

)

Q(ma ’I’L) =
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Our synthetic image is generated by the proggss, n) = 7, {Fap{gn} - Fon{p}
-Fap{a}}.

5.2 Estimating the Image Statisticsx,, and o,

In order to generate a synthetic image with the same statistics as that of the natural
one, we have to first estimate the properties of the given image. Let us present a simple
method for estimating the image statistics. We already used the refatipfiR, (z, y) }
= Py (k1) = (g(k,1),g*(k,1)). Explicitly, for our statistical image model we have
that the power spectrum and the autocorrelation are given by

B 2~ (kD). (kD)) e = (k1. 7 (k. D))

a2 +k? a2 + 12

Thus, all we need to do is to estimate the slopes of the plane given by

aglz] + oy ly| = —In(Fop {(G(k, 1), 5" (k,1)})
= —In(Fop {(Fan{g(z,9)}, (Fan{g(z, )"

This was the estimation implemented in our experiments.

5.3 Experimental Results

A JPEG compression performance comparison for a natural image and its random syn-
thesized version is shown in Figlide 5 fo2s6 x 256 image (first row) and12 x 512

image (second row). The figures show the compression results of synthetic versus natu-
ral images with similar statistics. Synthetic and original images and their corresponding
autocorrelations are presented with their corresponding JPEG PSNR/bpp compression
curves for4 scales. The above experiments indicate that the crossing locations between
scales in the synthetic images appear to be a good approximation of the crossings in the
natural images. Thus, based on the second order statistics of the image we can predict
the optimal scale factor. Moreover, the non-stationarity nature of images have a minor
impact on the optimal scale factor. This is evident from the alignment of the results
of the natural and the synthetic images. There appears to be a vertical gap (in PSNR)
between the synthetic and the natural images. However, similar PSNR gaps appear also
between different synthetic images.

6 Conclusions

We have presented an analytical model and a set of empirical results verifying our model
and support the idea of scaling before transform coding for optimal compression. The
numerical results prove the validity of the model, and the simple algorithms we intro-
duced can be used in an on-line system, to (i) extract the image statistical coefficients
(o anday,). Next, (i) use the image statistics, size, and bits budget to decide on the
optimal scaling, e.g. for the JPEG compression in a transcoding system. In another re-
port we will explore extensions and implementation issues, like extracting the image
statistical characteristics from the JPEG DCT coefficients in an efficient way, obtaining
second order statistics locally and using an hierarchical slicing of the image to various
block sizes, and more.
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Fig. 5. Comparison between a natural and a synthesized image with similar autocorre-
lation.
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