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ABSTRACT

In this paper, we mnsider the compresson of high-definition video sequences for bandwidth sensitive gplicaions.
We show that down-sampling the image sequence prior to encoding and then up-sampling the decded frames increases
compression efficiency. This is particularly true & lower bit-rates, as dired encoding of the high-definition sequence
requires a large number of blocks to be signaled. We survey previous work that combines a resolution change and
compression mechanism. We then illustrate the success of our proposed approach through simulations. Both MPEG-2
and H.264 scenarios are mnsidered. Given the benefits of the goproac, we dso interpret the results within the context
of traditional spatial scalability.
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1. INTRODUCTION

High definition video is becoming increasingly available in the marketplace With a spatia resolution of up to
192(x1080 pxels per frame, high-resolution sequences contain six times the pixel count of current standard definition
video. High-resolution sequences also suppart frame rates of (up to) 60 frames per seand, interlaced and progressve
encoding and a 16:9 wide-screen asped ratio. The resulting image sequence is visually superior to legacy standard
definition systems, and it is well suited for evolving plasma, LCD and DLP display techndogies. It also approades the
quality of film distributed for general movie viewing.

Whil e high definition video provides an enhanced viewing experience, it requires a significant amount of bandwidth
for transmisson and storage. Uncompressed, it contains approximately one Giga-bit of data per second of content.
Compressing the frames is therefore arequirement for delivery. For example, high definition broadcasts in the United
States employ the ATSC standard operating at 19.4 Mbits/second. Pre-recorded high-definition content is also avail able
with the D-VHS tape format that supparts a wnstant video hit-rate of 25Mbits/second. The resulting compression ratios
are52:1 and 401, respedively.

The bit-rates of current high-definition systems ensure fidelity in representing the original sequence. However, they
predude widespread avail ability of high-definition programming. Spedficdly, satellite and Internet based distribution
systems are poarly suited to deliver a number of high-rate channels. Also, video-on-demand appli cations must absorb a
significant increase in storage csts. Finally, pre-recorded DVD-9 stores less than an hour of high-definition video.

With a number of applicaions enabled by low-rate ading, it is natural to investigate the improved compresson of
high-definition sequences. In this paper, we wnsider the impad of down-sampling the image frame prior to
compression. We introduce ompression through filtering, and exploit two important charaderistics of the high-
definition scenario. First, the majority of high-resolution image frames do not contain information throughout the high
frequency band. Seaond, the block signaling overhead dominates at lower bit-rates. Here, we concentrate on proof-of-
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concept experiments and show that encoding the video sequence using an intermediate resolution improves rate-
distortion performance We dso identify and summarize related areas of reseach. Please note that the theoreticd
justification of the gproacd is reserved for future work, perhapsin line with the gproach described in [1].

Therest of this paper is organized as follows. In the next section, we define the mnsidered system. In section threg
we identify previous work that combines down-sampling and encoding. This work comes from the separate fields of
low-rate, still-image cding and estimation problems such as super-resolution for compressed video. In the fourth
sedion, we @nsider the benefits of coding a high-definition sequence d an intermediate resolution. The discussion is
within the context of several experiments, which assess coding efficiency and image quality. Finally, we summarize the
paper and extrapolate the results to the problem of spatially scdable mdingin sedion 5.

2. SYSTEM M ODEL

The system considered in this paper is defined as follows. Let f(x,y,t) denote the high-definition video sequence with
discrete spatial coordinates x,y and temporal coordinatet. For notational convenience, we re-state this in matrix-veaor
form as f, where f isa MNP’ 1 vedor that contains the lexicographically ordered high-definition frame. The spatial
dimensions of the frames are M" N, and the sequence @ntains P frames. We require the high-resolution frame to be
filtered and compressed for transmisson. Thisis expressd as

d = Q[Af],

where d isa KLP" 1 vedor that contains the deaoded hit-stream, Q[x] represents the lossy compresson of the vedor X,
and A isthe KLP” MNP matrix that defines the filtering and sub-sampling procedure. Here, we assume down-sampling
prior to compresson so that K<M and L<N. However, the temporal resolution is unchanged. At the decoder, a high-
resolution sequenceis generated by

g=Bd,

where g is the MNP” 1 estimate of the high-resolution video, and B is the MNP" KLP up-sampling matrix. Combining
the encoding and deaoding procedures, the entire processis dated as

g=Bd =BQ[Af],

where A and B exploit the temporal and spatial relationships within f for compresson. Note that the resulting g is not
equal to f, as both the operator Q[] is lossy and there is unavoidable loss due to the design of A and B. Finaly, we
mention that ignoring temporal relationships and processng ead frame independently can simplify filtering. In this
case, the system model becomes

gk =Bydy =ByQ[AKf],

where g, and f, are MN" 1 vedors that respedively contain the etimated and ariginal high-resolution frames at time k, By
isthe MN" KL up-sampling matrix for time k, and By is the KL MN down-sampling matrix for timek.

3. SYSTEM DESIGN

Seledion of the up-sampling and down-sampling matrices is an important component of the intermediate resolution
approach. In the next sedion, we mnsider these matrices within the context of high-definition sequences. Thisis done
experimentally, and it allows us to asessthe usefulness of an intermediate resolution for high-definition transmisgon.
In this edion though, we discuss work related to construction of the A and B matrices. For a non-proprietary solution,
the matrix B is computed at the decoder and not explicitly provided in the bit-stream. Thisis an open-loop poblem, and
it is smilar in goal to previous estimation work. As a seamnd areaof work, construction of the up-sampling and down-



sampling procedures is acamplished at the encoder. The up-sampling matrix is then transmitted explicitly in the bit-
stream, which resultsin a dosed loop system.

3.1 Open Loop Design

Severa estimation problems naturally leal to a definition for the up-sampling procedure. For these problems, the
original signal is unknown duing the construction of B. For example, the problem of super-resolution for compressed
video asaumes that a number of image frames are filtered and dowvn-sampled prior to compresson. The super-resolution
algorithm then tries to estimate the original high-resolution frames from the demded observations. This effectively
defines the up-sampling procedure.

The primary differentiator between super-resolution methods is the underlying model for the mmpresson system [4].
In one dass of approades, the quantized transform coefficients describe the compresson process The quantization
values are available in the bit-stream, and they constrain the solution spaceBd. In words, the resulting B approximates
the inverse of A, subjed to the constraint that Q[ABd] = Q[Af]. (The result Q[Af] defines the quantized transform
coefficients in the bit-stream.) An explicit form for B is rarely found in pradice Instead, an iterative solution for g is
employed that incorporates a projedion onto convex sets (POCS) algorithm such as
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where T isthe matrix defining the transform operator utilized for compresson, q is the vector describing the width of the
quantization interval, and i is the scdar referencing the i™ entry in the vedor. More sophisticated algorithms are
necessary to addresses the general case of anorrinvertible A.

A seaond class of super-resolution methods relies on a Gaussian noise model to describe the encoder. This is
motivated by the use of linear de-correlating transforms and scdar quantizers within the cmmpression system. The
inverse transform of the noise is then a linear sum of independent noise processes, which tends towards a Gaussian
distribution irrespedive of the noise distribution in the transform domain. Leveraging this noise model, the design of B
must invert (undo) A, subjed to the mnstraint that ABd is*“close” to d. Thisis more predsely stated by

ArgMax exp}- %[d - ABd]" K J[d - ABdLE,
B |

where K g isthe cvariance matrix estimated from the compressed bit-stream.

Other estimation problems are dso relevant to the design of B. For example, the field of post-processng considers
the construction of the matrix A [6]. The matrix A is constrained to be the identity matrix though, so that there is no
change in resolution. Disregarding the fad that B is MN™ MN (and not MN" KL), post-processng methods till model the
compression system and addressits degradations. For example, the block-based structure of an encoder often leads to
blocking errors. These structured errors are bothersome and addressed by a B that filters aaoss the block boundaries.
Other errors auch as ringing, mosquito and corona atifads are dso addressed with a suitable coice of B.

De-blurring algorithms for compressed video suggest additional designs for B. As in post-procesdng, the matrix is
constrained to be MN” MN. However, the matrix A is no longer the identity — it now defines a filtering procedure. The
goal of de-bluring is then to estimate the original image from a blurred and compressed olservation. Thisis gmilar to
the super-resolution problem. Its applicdion to traditional block based coding algorithms is considered in [5], where



both spatial and transform model for the noise ae cnsidered. Work that de-blurs a frame after wavelet coding is
presented in [7].

Finally, we mention work that considers down-sampling along the temporal dimension. In this case, the matrix A is
MNQ" MNP with Q<P. The up-sampling matrix B then maps the lower frame-rate sequence to the higher rate P [3].

3.2Closed Loop Design

The previous design approach for B assumed a non-proprietary bit-stream, where the up-sampling matrix is not
signaled. When a proprietary solution is acceptable, the up-sampling matrix can be designed at the encoder. This
provides a dosed-loop that incorporates the original image frame into the procedure; it also alows for optimizing the
scdefadors M/K and N/L. As an example of a dosed loop system, the up-sampling procedure can be defined as

ArgMax [BQ[Af - [,
B

where A, Q[] and f are dl known. In fad, one @an optimize with resped to bah A and B jointly [9]. While complicated
in general, this method is tractable under simplifying assumptions such as structured matrices A and B representing
linea spaceinvariant filters merged with rate-conversion. Then the unknowns defining these matrices are the filters
coefficients, and those muld be found by the VARPRO method [2].

4. SIMULATIONS

Assessing the benefits of an intermediate resolution for high-definition coding is an important contribution of this
paper. In considering the value of the methoddogy, we process gvera high-definition sequences at severa rates and
resolutions. Results are reported here for the “Rolling Tomatoes” and “Man in Car” sequences that are part of the VT
test suite. Frames in both sequences contain 192x1080 pixels, which are stored in progressve format. The frame rate
is defined as 24 frames per second, with the “Tomatoes’ and “Car” sequences containing 222 and 334 frames,
respedively.

We ae interested in the performance of both MPEG-2 and H.264 tased coding systems. For the simulations, we use
the TMPEG MPEG-2 [8] and VSSH.264 encoders [10] (Demonstration versions were avail able from both vendors
website & the time of this writing). Both encoders are representative of the underlying coding technology. Spedficdly,
the MPEG-2 encoder is quite mature. It supparts two-passvariable bit-rate modes and most profiles and levels. On the
other hand, the H.264 encoder isrelatively new. It currently supparts the baseline profile; we seleded a cmnstant quality
approach for rate control.

Simulations utili ze three frame sizes for the intermediate resolution. Spedficdly, we down-sample the image
sequences to 720«360, 960x540, and 1440x720 pxels, which are denoted as 360p, 540p and 72, respedively. Eacd of
the low-resolution sequences is then compresed. For the MPEG-2 experiments, the excoder operates at main-
profile/high-level (MP@HL), and the target of the rate-control varies between 0.25-12Mbps. For the H.264 experiments,
the encoder operates in baseline mode and the quantizer value varies between 15-41. The decoded frames are then up-
sampled to 1921080 pixelsusing alinea filter, designed with a 5-by-5 windowing function.

Results from the “ Tomatoes’ experiment appea in Figure 1. In the figure, the peak signal-to-noise ratio (PSNR) for
the intermediate resolutions is plotted as a function of bit-rate. The direct encoding of the high-definition source dso
appeas (denoted as 1080p). Comparing the plots, we see significant compressions gains at the lower rates. For
example, the H.264 encoder processs the intermediate 720p frame a 1.7Mbps and produces a PSNR of 38.8dB.
Diredly encoding the 108( frame requires 2.5Mbps to achieve the same level of quality. Thus, the intermediate
resolution provides a 30% reduction in bit-rate. (Visual examples from the sequence ae shown in Figures 2 and 3) This
reduction adually increases as the bit-rate deaeases — the bit-savingsis 60% for an image quality of 37.6dB.

Inspeding the MPEG-2 simulations for the “Tomatoes’ sequences follow a similar trend. The intermediate 720p
frame provides a 54% reduction in rate for a quality of 37.1dB. For the lower quality frame of 36.0dB, the 36Qp
intermediate resolution provides a bit-savings of approximately 87%.



Results from the €ar® sequence gpea in Figure 4. This sequence differs from the @ omatoes® sequence in that it
contains more motion. The motion further differentiates the intermediate resolution and dred coding methods. (This
derives from the smaller motion vedors present in the lower resolution frames.) Inspeding the H.264 simulations, we
seethat the intermediate 720pframe provides 39.2dB of quality at 1.2Mbps. Compressing the original high-definition
frame yields a PSNR of 39.0dB and a rate of 1.8Mbps. Thus, the intermediate resolution provides over 33% savingsin
the bit-rate. (A visual example gpeas in Figure 5.) Further efficiencies appea at the lower rates, where the rate is
reduced by approximately 45% for the 360p dita points.

Compressing the Lar® sequence with the MPEG -2 encoder also shows the advantage of an intermediate resolution.
For example, the 720pframe size leads to a PSNR of 37.7dB at 3.8Mbps. This same level of quality requires 8.2Mbps
when the sequence is encoded at native resolution. The deaease in rate is over 54%. If a lower quality frame is
accetable, the 360pintermediate resolution provides a PSNR of 36.1dB at 1.25Mbps. Equivalent quality with a direct
encoding of the sequencerequires 8.2Mbps. The resulting bit-rate savings is approximately 85%.

In the &ove experiments, we designed the up-sampling filter without explicit knowledge of the origina image
sequence. Thisis an instance of an open-loop design approach. For comparison, we re-processed the sequences with an
up-sampling operator designed by the encoder and described in Sedion 3.2. A comparison of the open-loop and closed-
loop solutions appeas in Figure 6. In the figure, we plot the difference between the two experiments as a function of
image quality. Here, image quality is equal to the PSNR of the open-loop up-sampled frame. Thus, the scater plots
show the improvement of the re-designed up-sampling operator as a function of compressed image quality. Interpreting
the MPEG-2 and H.264 results, we seethat the benefit of a dosed-loop approacd varies as a function of decmded image
fidelity. Thisis true in both MPEG-2 and H.264 experiments. Interestingly, the two simulations differ in relating the
closed-loop design and the intermediate frame size  For H.264 systems, we observe that smaller intermediate resolutions
benefit more from the dosed-loop approach. For MPEG-2 type systems, the oppdsite is true; larger frame sizes dow
more benefit.

5. CONCLUSION AND FURTHER WORK

Utili zing an intermediate resolution for high-definition video coding is bath pradicd and beneficial. In this paper,
we have shown hit-savings for both MPEG-2 and H.264 type systems. These efficiencies are most pronounced at the
lower rates and increase & the rate deaeases. For the highest rate reduction, we observe image qualiti es that may not be
suitable for distribution. However, bit-savings of around 30% are observed for the H.264 system with acceptable image
quality. Gains of over 50% occurred with the MPEG-2 system.

The coding gains of the intermediate resolution motivate comments on the related field of spatially scdable video
coding. In a spatially scdable system, video is encoded at a lower resolution. This low-resolution data is then up-
sampled and refined with a transmitted residual. The motivations for such as system are varied; however, spatially
scadable methods are often assumed inferior to coding at the display resolution. (Signaling overheals usually motivate
the statement.) For high rate scenarios, this may be true. However, results in this paper show that it is not true & the
lower rates. Deaeasing the resolution of the base-layer is inherently more dficient at these rates. Thus, a spatially
scdable system that does not spend hits for residual would outperform the low-rate, single resolution approach. We
exped that judiciously transmitting the residual would lead to further improvements.
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Figure 1. Rate distortion curves for the Rolling Tomatoes® sequence. The frames are encoded at four resolutions with
an H.264 and MPEG-2 encoder, respedively. The decoded frames are then up-sampled with a linea filter.
The intermediate resolution approac leads to significant bit savings at the lower rates.
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Figure 2. Visua example from the intermediate resolution experiments: (a) original frame from the Rolling Tomatoes®
sequence, (b) frame cded diredly at 1080p and (c) frame coded at 720p and up-sampled. The frames are
compressed with an H.264 encoder and cropped for display. Inspedion of the results shows smilar image
quality. The average bit-rate for the 1080p sequenceis 2.5Mbps, while the average bit-rate for the proposed
methodis 1.7Mbps. The bandwidth savings is approximately 30%.
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Figure 3. Expanded example from the intermediate resol ution experiments: (a) frame mded dredly at 1080pand (b)
frame coded at 720p and up-sampled. The frames are dternative views of the imagesin Figure 2, and the pe&
signal-to-noise ratio for both sequencesis 38.8dB. Noticethat while both frames contain blocking artifads,

the arors are more pronounced in the upper-left portion of (a). The proposed method attenuates these
structured errors during coding and up-sampling.
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Figure 4. Rate distortion curves for the @M an in Car® sequence. The frames are encoded at four resolutions with an
H.264 and MPEG-2 encoder, respedively. The demded frames are then up-sampled with a linea filter. The
intermediate resolutions provide higher quality frames at the lower bit-rates.
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Figure 5. Visua example from the intermediate resol ution experiments: (a) origina frame from the @ an in Car®
sequence, (b) frame cded dredly at 1080p and (c) frame coded at 720p and up-sampled. The frames are
compressed with an H.264 encoder and cropped for display. The image quality of the framesis smilar.
However, the average bit-rate for the 1080pencoding is 1.8Mbps, whil e the average bit-rate for the proposed
methodis 1.2Mbps. The bandwidth savings is approximately 33%.
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Figure 6. Comparison d an open-loop and closed-loop approach. The Rolling Tomatoes® sequence is re -processed
with an up-sampling operator designed at the encoder. The level of improvement is then plotted as a function
of the open-loopimage quality. Gains are more significant for high quality frames.



