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#### Abstract

Two complementary approaches have been extensively used in signal and image processing leading to novel results, the sparse representation methodology and the variational strategy. Recently, a new sparsity based model has been proposed, the cosparse analysis framework, which may potentially help in bridging sparse approximation based methods to the traditional total-variation minimization. Based on this, we introduce a sparsity based framework for solving overparameterized variational problems. The latter has been used to improve the estimation of optical flow and also for general denoising of signals and images. However, the recovery of the space varying parameters involved was not adequately addressed by traditional variational methods. We first demonstrate the efficiency of the new framework for one dimensional signals in recovering a piecewise linear and polynomial function. Then, we illustrate how the new technique can be used for denoising and segmentation of images.
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1. Introduction. Many successful signal and image processing techniques rely on the fact that the given signals or images of interest belong to a class described by a certain a priori known model. Given the model, the signal is processed by estimating the "correct" parameters of the model. For example, in the sparsity framework the assumption is that the signals belong to a union of low dimensional subspaces $[6,37,4,40]$. In the variational strategy, a model is imposed on the variations of the signal, e.g., its derivatives are required to be smooth [52, 54, 10, 61].

Though both sparsity based and variational based approaches are widely used for signal processing and computer vision, they are often viewed as two different methods with little in common between them. One of the well-known variatonal tools is the total-variation (TV) regularization, used mainly for denoising and inverse problems. It can be formulated as [54]

$$
\begin{equation*}
\min _{\tilde{\mathbf{f}}}\|\mathbf{g}-\mathbf{M} \tilde{\mathbf{f}}\|_{2}^{2}+\lambda\|\nabla \tilde{\mathbf{f}}\|_{1}, \tag{1}
\end{equation*}
$$

[^0]where $\mathbf{g}=\mathbf{M f}+\mathbf{e} \in \mathbb{R}^{m}$ are the given noisy measurements, $\mathbf{M} \in \mathbb{R}^{m \times d}$ is a measurement matrix, $\mathbf{e} \in \mathbb{R}^{m}$ is an additive (typically white Gaussian) noise, $\lambda$ is a regularization parameter, $\mathbf{f} \in \mathbb{R}^{d}$ is the original unknown signal to be recovered, and $\nabla \mathbf{f}$ is its gradients vector.

The anisotropic version of (1), which we will use in this work, is

$$
\begin{equation*}
\min _{\tilde{\mathrm{f}}}\|\mathbf{g}-\mathbf{M} \tilde{\mathbf{f}}\|_{2}^{2}+\lambda\left\|\boldsymbol{\Omega}_{\mathrm{DIF}} \tilde{\mathrm{f}}\right\|_{1}, \tag{2}
\end{equation*}
$$

where $\boldsymbol{\Omega}_{\text {DIF }}$ is the finite-difference operator that returns the derivatives of the signal. In the one dimensional (1D) case it applies the filter [1, -1 ], i.e.,

$$
\boldsymbol{\Omega}_{\mathrm{DIF}}=\boldsymbol{\Omega}_{\mathrm{ID}-\mathrm{DIF}}=\left[\begin{array}{cccccc}
1 & -1 & 0 & \ldots & \ldots & 0  \tag{3}\\
0 & 1 & -1 & \ldots & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \ddots & 1 & -1 & 0 \\
0 & 0 & \ldots & \ldots & 1 & -1
\end{array}\right]
$$

For images it returns the horizontal and vertical derivatives using the filters $[1,-1]$ and $[1,-1]^{T}$, respectively. Note that for 1D signals there is no difference between (1) and (2) as the gradient equals the derivative. However, in the two dimensional (2D) case (1) considers the sum of gradients (square root of the squared sum of the directional derivatives), while (2) considers the absolute sum of the directional derivatives, approximated by finite differences.

Recently, a very interesting connection has been drawn between the TV minimization problem and the sparsity model. It has been shown that (2) can be viewed as an $\ell_{1}$-relaxation technique for approximating signals that are sparse in their derivatives domain, i.e., after applying the operator $\boldsymbol{\Omega}_{\mathrm{DIF}}$ on them [48, 46, 33]. Such signals are said to be cosparse under the operator $\boldsymbol{\Omega}_{\mathrm{DIF}}$ in the analysis (co)sparsity model [46].

Notice that the TV regularization is only one example from the variational framework. Another recent technique, which is the focus of this paper, is the overparameterization idea, which represents the signal as a combination of known functions weighted by space-variant parameters of the model [49, 50].

Let us introduce this overparameterized model via an example. If a 1 D signal $\mathbf{f}$ is known to be piecewise linear, its $i$ th element can be written as $\mathbf{f}(i)=\mathbf{a}(i)+\mathbf{b}(i) i$, where $\mathbf{a}(i)$ and $\mathbf{b}(i)$ are the local coefficients describing the local line curve. As such, the vectors a and $\mathbf{b}$ should be piecewise constant, with discontinuities in the same locations. Each constant interval in a and $\mathbf{b}$ corresponds to one linear segment in $\mathbf{f}$. When put in matrix-vector notation, $\mathbf{f}$ can be written alternatively as

$$
\begin{equation*}
\mathrm{f}=\mathbf{a}+\mathrm{Zb}, \tag{4}
\end{equation*}
$$

where $\mathbf{Z} \in \mathbb{R}^{d \times d}$ is a diagonal matrix with the values $1,2, \ldots, d$ on its main diagonal. For images this parameterization would similarly be $\mathbf{f}(i, j)=\mathbf{a}(i, j)+\mathbf{b}_{1}(i, j) i+\mathbf{b}_{2}(i, j) j$.

This strategy is referred to as "overparameterization" because the number of representation parameters is larger than the signal size. In the above 1D example, while the original signal contains $d$ unknown values, the recovery problem that seeks $\mathbf{a}$ and $\mathbf{b}$ has twice as many
variables. Clearly, there are many other parameterization options for signals, beyond the linear one. Such parameterizations have been shown to improve the denoising performance of the solution of the problem posed in (1) in some cases [49], and to provide very high quality results for optical flow estimation [50, 53].
1.1. Our contribution. The true force behind overparameterization is that while it uses more variables than needed for representing the signals, these are often more naturally suited to describe its structure. For example, if a signal is piecewise linear then we may impose a constraint on the overparameterization coefficients $\mathbf{a}$ and $\mathbf{b}$ to be piecewise constant.

Note that piecewise constant signals are sparse under the $\boldsymbol{\Omega}_{\text {DIF }}$ operator. Therefore, for each of the coefficients we can use the tools developed in the analysis sparsity model [33, $34,28,51,9]$. However, in our case, $\mathbf{a}$ and $\mathbf{b}$ are jointly sparse, i.e., their change points are collocated and therefore an extension is necessary.

Constraints on the structure in the sparsity pattern of a representation have already been analyzed in the literature. They are commonly referred to as joint sparsity models, and those are found in the literature, both in the context of handling groups of signals [15, 60, 59, 63, 42, $26]$, or when considering blocks of nonzeros in a single representation vector $[64,24,57,23,3]$. We use these tools to extend the existing analysis techniques to handle the block sparsity in our overparameterized scheme.

In this paper we introduce a general sparsity based framework for solving overparameterized variational problems. As the structure of these problems enables segmentation while recovering the signal, we provide an elegant way for recovering a signal from its deteriorated measurements by using an $\ell_{0}$ approach, which is accompanied by theoretical guarantees. We demonstrate the efficiency of the new framework for 1D functions in recovering piecewise polynomial signals. Then we shift our view to images and demonstrate how the new approach can be used for denoising and segmentation.
1.2. Organization. This paper is organized as follows: In section 2 we present the overparameterized variational model with more details. In section 3 we describe briefly the synthesis and analysis sparsity models. In sections 4 and 5 we introduce a new framework for solving overparameterized variational problems using sparsity. Section 4 proposes a recovery strategy for the 1D polynomial case based on the SSCoSaMP technique (defined in section 4) with optimal projections $[17,35,36]$. We provide stable recovery guarantees for this algorithm for the case of an additive adversarial noise and denoising guarantees for the case of a zero-mean white Gaussian noise. In section 5 we extend our scheme beyond the 1D case to higher dimensional polynomial functions such as images. We employ an extension of the GAPN algorithm [45] for block sparsity for this task. In section 6 we present experiments for linear overparameterization of images and 1D signals. We demonstrate how the proposed method can be used for image denoising and segmentation. Section 7 concludes our work and proposes future directions of research.
2. The overparameterized variational framework. Considering again the linear relationship between the measurements and the unknown signal,

$$
\begin{equation*}
\mathbf{g}=\mathbf{M f}+\mathbf{e} \tag{5}
\end{equation*}
$$

note that without a prior knowledge on $\mathbf{f}$ we cannot recover it from $\mathbf{g}$ if $m<d$ or $\mathbf{e} \neq 0$.

In the variational framework, a regularization is imposed on the variations of the signal $\mathbf{f}$. One popular strategy for recovering the signal in this framework is by solving the following minimization problem,

$$
\begin{equation*}
\min _{\tilde{\mathbf{f}}}\|\mathbf{g}-\mathbf{M} \tilde{\mathbf{f}}\|_{2}^{2}+\lambda\|\mathcal{A}(\tilde{\mathbf{f}})\|_{p} \tag{6}
\end{equation*}
$$

where $\lambda$ is the regularization weight and $p \geq 1$ is the type of norm used with the regularization operator $\mathcal{A}$, which is typically a local operator. For example, for $p=1$ and $\mathcal{A}=\nabla$ we get the TV minimization (2). Another example for a regularization operator is the Laplace operator $\mathcal{A}=\nabla^{2}$. Other types of regularization operators and variational formulations can be found in [43, 11, 62, 2].

Recently, the overparameterized variational framework has been introduced as an extension to the traditional variational methodology $[49,50,53,56]$. Instead of applying a regularization on the signal itself, it is applied on the coefficients of the signal under a global parameterization of the space. Each element of the signal can be modeled as $\mathbf{f}(i)=\sum_{j=1}^{n} \mathbf{b}_{j}(i) \mathbf{x}_{j}(i)$, where the $\left\{\mathbf{b}_{j}\right\}_{j=1}^{n}$ are the coefficients vectors and the $\left\{\mathbf{x}_{j}\right\}_{j=1}^{n}$ contain the parameterization basis functions for the space.

Denoting by $\mathbf{X}_{i} \triangleq \operatorname{diag}\left(\mathbf{x}_{i}\right)$ the diagonal matrix that has the vector $\mathbf{x}_{i}$ on its diagonal, we can rewrite the above as $\mathbf{f}=\sum_{j=1}^{n} \mathbf{X}_{j} \mathbf{b}_{j}$. With this notation, the overparameterized minimization problem becomes

$$
\begin{equation*}
\min _{\tilde{\mathbf{b}}_{i}, 1 \leq i \leq n}\left\|\mathbf{g}-\mathbf{M} \sum_{i=1}^{n} \mathbf{X}_{i} \tilde{\mathbf{b}}_{i}\right\|_{2}^{2}+\sum_{i=1}^{n} \lambda_{i}\left\|\mathcal{A}_{i}\left(\tilde{\mathbf{b}}_{i}\right)\right\|_{p_{i}} \tag{7}
\end{equation*}
$$

where each coefficient $\mathbf{b}_{i}$ is regularized separately by the operator $\mathcal{A}_{i}$ (which can be the same one for all the coefficients). ${ }^{1}$

Returning to the example of a linear overparameterization, we have that $\mathbf{f}=\mathbf{a}+\mathbf{Z b}$, where in this case $\mathbf{X}_{1}=\mathbf{I}$ (the identity matrix) and $\mathbf{X}_{2}=\mathbf{Z}=\operatorname{diag}(1, \ldots, d)$, a diagonal matrix with $1, \ldots, d$ on its diagonal. If $\mathbf{f}$ is a piecewise linear function then the coefficient vectors $\mathbf{a}$ and $\mathbf{b}$ should be piecewise constant, and therefore it would be natural to regularize these coefficients with the gradient operator. This leads to the following minimization problem:

$$
\begin{equation*}
\min _{\tilde{\tilde{a}}, \tilde{\mathbf{b}}}\|\mathbf{g}-\mathbf{M}(\tilde{\mathbf{a}}+\mathbf{Z} \tilde{\mathbf{b}})\|_{2}^{2}+\lambda_{1}\|\nabla \tilde{\mathbf{a}}\|_{1}+\lambda_{2}\|\nabla \tilde{\mathbf{b}}\|_{1} \tag{8}
\end{equation*}
$$

which is a special case of (7). The two main advantages of using the overparameterized formulation are these: (i) the new unknowns have a simpler form (e.g., a piecewise linear signal is treated by piecewise constant unknowns), and thus are easier to recover, and (ii) this formulation leads to recovering the parameters of the signal along with the signal itself.

The overparameterization idea, as introduced in [49, 50, 53, 56], builds upon the vast work in signal processing that refers to variational methods. As such, there are no known guarantees for the quality of the recovery of the signal when using the formulation posed in (8) or its variants. Moreover, it has been shown in [56] that even for the case of $\mathbf{M}=\mathbf{I}$ (and, obviously,

[^1]$\mathbf{e} \neq 0$ ), a poor recovery is achieved in recovering $\mathbf{f}$ and its parameterization coefficients. Note that the same happens even if more sophisticated regularizations are combined and applied on $\mathbf{a}, \mathbf{b}$, and eventually on $\mathbf{f}$ [56].

This leads us to look for another strategy to approach the problem of recovering a piecewise linear function from its deteriorated measurement $\mathbf{g}$. Before describing our new scheme, we introduce in the next section the sparsity model that will aid us in developing this alternative strategy.
3. The synthesis and analysis sparsity models. A popular prior for recovering a signal $\mathbf{f}$ from its distorted measurements (as posed in (5)) is the sparsity model [6, 37]. The idea behind it is that if we know a priori that $\mathbf{f}$ resides in a union of low dimensional subspaces, which do not intersect trivially with the null space of $\mathbf{M}$, then we can estimate $\mathbf{f}$ stably by selecting the signal that belongs to this union of subspaces and is the closest to $\mathbf{g}[4,40]$.

In the classical sparsity model, the signal $\mathbf{f}$ is assumed to have a sparse representation $\boldsymbol{\alpha}$ under a given dictionary $\mathbf{D}$, i.e., $\mathbf{f}=\mathbf{D} \boldsymbol{\alpha},\|\boldsymbol{\alpha}\|_{0} \leq k$, where $\|\cdot\|_{0}$ is the $\ell_{0}$ pseudonorm that counts the number of nonzero entries in a vector, and $k$ is the sparsity of the signal. Note that each low dimensional subspace in the standard sparsity model, known also as the synthesis model, is spanned by a collection of $k$ columns from $\mathbf{D}$. With this model we can recover $\mathbf{f}$ by solving

$$
\begin{equation*}
\min _{\boldsymbol{\alpha}}\|\mathbf{g}-\mathbf{M D} \boldsymbol{\alpha}\|_{2}^{2} \text { s.t. }\|\boldsymbol{\alpha}\|_{0} \leq k \tag{9}
\end{equation*}
$$

if $k$ is known, or

$$
\begin{equation*}
\min _{\boldsymbol{\alpha}}\|\boldsymbol{\alpha}\|_{0} \text { s.t. }\|\mathbf{g}-\mathbf{M D} \boldsymbol{\alpha}\|_{2}^{2} \leq\|\mathbf{e}\|_{2}^{2} \tag{10}
\end{equation*}
$$

if we have information about the energy of the noise e. Obviously, once we get $\boldsymbol{\alpha}$, the desired recovered signal is simply $\mathbf{D} \boldsymbol{\alpha}$. As both of these minimization problems are NPhard [19], many approximation techniques have been proposed to approximate their solution, accompanied with recovery guarantees that depend on the properties of the matrices $\mathbf{M}$ and D. These include $\ell_{1}$-relaxation [22, 14, 21], known also as LASSO [58], matching pursuit [41], orthogonal matching pursuit (OMP) [13, 18], compressive sampling matching pursuit (CoSaMP) [47], subspace pursuit (SP) [16], iterative hard thresholding (IHT) [5] and hard thresholding pursuit (HTP) [27].

Another framework for modeling a union of low dimensional subspaces is the analysis one [46, 22]. This model considers the behavior of $\boldsymbol{\Omega} \mathbf{f}$, the signal after applying a given operator $\boldsymbol{\Omega}$ on it, and assumes that this vector is sparse. Note that here the zeros are those that characterize the subspace in which $\mathbf{f}$ resides, as each zero in $\boldsymbol{\Omega} \mathbf{f}$ corresponds to a row in $\boldsymbol{\Omega}$ to which $\mathbf{f}$ is orthogonal. Therefore, $\mathbf{f}$ resides in a subspace orthogonal to the one spanned by these rows. We say that $\mathbf{f}$ is cosparse under $\boldsymbol{\Omega}$ with a cosupport $\Lambda$ if $\boldsymbol{\Omega}_{\Lambda} \mathbf{f}=0$, where $\boldsymbol{\Omega}_{\Lambda}$ is a submatrix of $\boldsymbol{\Omega}$ with the rows corresponding to the set $\Lambda$.

The analysis variants of (9) and (10) for estimating $\mathbf{f}$ are

$$
\begin{equation*}
\min _{\tilde{\tilde{f}}}\|\mathbf{g}-\mathbf{M} \tilde{\mathbf{f}}\|_{2}^{2} \text { s.t. }\|\boldsymbol{\Omega} \tilde{\mathbf{f}}\|_{0} \leq k \tag{11}
\end{equation*}
$$

where $k$ is the number of nonzeros in $\boldsymbol{\Omega} \mathbf{f}$, and

$$
\begin{equation*}
\min _{\tilde{\mathbf{f}}}\|\boldsymbol{\Omega} \tilde{\mathbf{f}}\|_{0} \text { s.t. }\|\mathbf{g}-\mathbf{M} \tilde{\mathbf{f}}\|_{2}^{2} \leq\|\mathbf{e}\|_{2}^{2} \tag{12}
\end{equation*}
$$

As in the synthesis case, these minimization problems are also NP-hard [46] and approximation techniques have been proposed including greedy analysis pursuit (GAP) [46], GAP noise (GAPN) [45], analysis CoSAMP (ACoSaMP), analysis SP, analysis IHT and analysis HTP [33].
4. Overparameterization via the analysis sparsity model. With the sparsity models now defined, we revisit the overparameterization variational problem. If we know that our signal $\mathbf{f}$ is piecewise linear, then it is clear that the coefficients parameters should be piecewise constant with the same discontinuity locations, when linear overparameterization is used. We denote by $k$ the number of these discontinuity locations.

As a reminder, we rewrite $\mathbf{f}=[\mathbf{I}, \mathbf{Z}]\left[\mathbf{a}^{T}, \mathbf{b}^{T}\right]^{T}$. Note that $\mathbf{a}$ and $\mathbf{b}$ are jointly sparse under $\boldsymbol{\Omega}_{\mathrm{DIF}}$, i.e, $\boldsymbol{\Omega}_{\mathrm{DIF}} \mathbf{a}$ and $\boldsymbol{\Omega}_{\mathrm{DIF}} \mathbf{b}$ have the same nonzero locations. With this observation we can extend the analysis minimization problem (11) to support the structured sparsity in the vector $\left[\mathbf{a}^{T}, \mathbf{b}^{T}\right]^{T}$, leading to the following minimization problem:

$$
\begin{align*}
\min _{\mathbf{a}, \mathbf{b}} \| \mathbf{g}-\mathbf{M}[\mathbf{I}, \mathbf{Z}] & {\left[\begin{array}{l}
\mathbf{a} \\
\mathbf{b}
\end{array}\right] } \tag{13}
\end{align*} \|_{2}^{2}
$$

where $\left|\boldsymbol{\Omega}_{\text {DIF }} \mathbf{a}\right|$ denotes applying elementwise the absolute value on the entries of $\boldsymbol{\Omega}_{\mathrm{DIF}} \mathbf{a}$.
Note that we can have a similar formulation for this problem also in the synthesis framework using the Heaviside dictionary

$$
\mathbf{D}_{H S}=\left[\begin{array}{ccccc}
1 & 1 & \ldots & 1 & 1  \tag{14}\\
0 & 1 & \ldots & \ddots & 1 \\
\vdots & 0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 1 & 1 \\
0 & 0 & \ldots & 0 & 1
\end{array}\right]
$$

whose atoms are step functions of different length. We use the known observation that every 1D signal with $k$ change points can be sparsely represented using $k+1$ atoms from $\mathbf{D}_{H S}(k$ columns for representing the change points plus one for the DC component). One way to observe that is by the fact that $\boldsymbol{\Omega}_{\mathrm{DIF}} \tilde{\mathbf{D}}_{H S}=\mathbf{I}$, where $\tilde{\mathbf{D}}_{H S}$ is a submatrix of $\mathbf{D}_{H S}$ obtained by removing the last column of $\mathbf{D}_{H S}$ (the DC component). Therefore, one may recover the coefficient parameters $\mathbf{a}$ and $\mathbf{b}$ by their sparse representations $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$, solving

$$
\begin{array}{r}
\min _{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left\|\mathbf{g}-\mathbf{M}[\mathbf{I}, \mathbf{Z}]\left[\begin{array}{cc}
\mathbf{D}_{H S} & 0 \\
0 & \mathbf{D}_{H S}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\alpha} \\
\boldsymbol{\beta}
\end{array}\right]\right\|_{2}^{2}  \tag{15}\\
\text { s.t. }\||\boldsymbol{\alpha}|+|\boldsymbol{\beta}|\|_{0} \leq k
\end{array}
$$

where $\mathbf{a}=\mathbf{D}_{H S} \boldsymbol{\alpha}$ and $\mathbf{b}=\mathbf{D}_{H S} \boldsymbol{\beta}$. This minimization problem can be approximated using block-sparsity techniques such as the group-LASSO estimator [64], the mixed $-\ell_{2} / \ell_{1}$ relaxation (extension of the $\ell_{1}$ relaxation) [24, 57], the block OMP (BOMP) algorithm [23], or the extensions of CoSaMP and IHT for structured sparsity [3]. The joint sparsity framework can also be used with (15) [15, 60, 59, 63, 42, 26].

The problem with the above synthesis techniques is twofold: (i) no recovery guarantees exist for this formulation with the dictionary $\mathbf{D}_{H S}$; (ii) It is hard to generalize the model in (9) to higher order signals, e.g., images.

The reason that no theoretical guarantees are provided for the $\mathbf{D}_{H S}$ dictionary is the high correlation between its columns. These create high ambiguity, causing the classical synthesis techniques to fail in recovering the representations $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$. This problem has been addressed in several contributions that have treated the signal directly and not its representation [17, $35,36,30,31,32]$.

We introduce an algorithm that approximates the solutions of both (9) and (11) and has theoretical reconstruction performance guarantees for 1D functions $\mathbf{f}$ with matrices $\mathbf{M}$ that are near isometric for piecewise polynomial functions. In the next section we shall present another algorithm that does not have such guarantees but is generalizable to higher order functions.

Though till now we have restricted our discussion only to piecewise linear functions, we turn now to look at the more general case of piecewise 1D polynomial functions of degree $n$. Note that this method approximates the following minimization problem, which is a generalization of (13) to any polynomial of degree $n$,

$$
\begin{array}{r}
\min _{\mathbf{b}_{0}, \mathbf{b}_{1}, \ldots, \mathbf{b}_{n}}\left\|\mathbf{g}-\mathbf{M}\left[\mathbf{I}, \mathbf{Z}, \mathbf{Z}^{2}, \ldots, \mathbf{Z}^{n}\right]\left[\begin{array}{c}
\mathbf{b}_{0} \\
\mathbf{b}_{1} \\
\vdots \\
\mathbf{b}_{n}
\end{array}\right]\right\|_{2}^{2}  \tag{16}\\
\text { s.t. }\left\|\sum_{i=0}^{n}\left|\boldsymbol{\Omega}_{\mathrm{DIF}} \mathbf{b}_{i}\right|\right\|_{0} \leq k,
\end{array}
$$

where $\left|\boldsymbol{\Omega}_{\mathrm{DIF}} \mathbf{b}_{i}\right|$ is an elementwise operation that calculates the absolute value of each entry in $\Omega_{\mathrm{DIF}} \mathbf{b}_{i}$.

We employ the signal space CoSaMP (SSCoSaMP) strategy ${ }^{2}$ [17, 35] to approximate the solution of (16). This algorithm assumes the existence of a projection that for a given signal finds its closest signal (in the $\ell_{2}$-norm sense) that belongs to the model, ${ }^{3}$ where in our case the model consists of piecewise polynomial functions with $k$ jump points. This algorithm, along with the projection required, are presented in Appendix A.
4.1. Recovery guarantees for piecewise polynomial functions. To provide theoretical guarantees for the recovery by SSCoSaMP, we employ two theorems from [35] and [36]. These

[^2]lead to reconstruction error bounds for SSCoSaMP that guarantee stable recovery if the noise is adversarial, and an effective denoising effect if it is zero-mean white Gaussian.

Both theorems rely on the following property of the measurement matrix $\mathbf{M}$, which is a special case of the $\mathbf{D}$-RIP [9] and $\boldsymbol{\Omega}$-RIP [33].

Definition 4.1. A matrix $\mathbf{M}$ has a polynomial restricted isometry property (RIP) of order $n\left(P_{n}-R I P\right)$ with a constant $\delta_{k}$ if for any piecewise polynomial function $\mathbf{f}$ of order $n$ with $k$ jumps we have

$$
\begin{equation*}
\left(1-\delta_{k}\right)\|\mathbf{f}\|_{2}^{2} \leq\|\mathbf{M} \mathbf{f}\|_{2}^{2} \leq\left(1+\delta_{k}\right)\|\mathbf{f}\|_{2}^{2} \tag{17}
\end{equation*}
$$

Having the $P_{n}$-RIP definition we turn to present the first theorem, which treats the adversarial noise case.

Theorem 4.2 (based on Corollary 3.2 in [35]). Let $\mathbf{f}$ be a piecewise polynomial function of order $n$, $\mathbf{e}$ be an adversarial bounded noise, and $\mathbf{M}$ satisfy the $P_{n}-R I P$ (17) with a constant $\delta_{4 k}<0.046$. Then after a finite number of iterations, SSCoSaMP yields

$$
\begin{equation*}
\|\hat{\mathbf{f}}-\mathbf{f}\|_{2} \leq C\|\mathbf{e}\|_{2} \tag{18}
\end{equation*}
$$

where $C>2$ is a constant depending on $\delta_{4 k}$.
Note that the above theorem implies that we may compressively sense piecewise polynomial functions and achieve a perfect recovery in the noiseless case $\mathbf{e}=0$. Note also that if $\mathbf{M}$ is a subgaussian random matrix then it is sufficient to use only $m=O(k(n+\log (d))$ measurements [4, 33]. It is worth mentioning that Corollary 3.2 in [35] provides stable recovery guarantees for general sparse vectors under a given dictionary D with the assumption that there exists a near-optimal projection algorithm that projects any vector to its closest sparse vector under the same dictionary. We can deduce Theorem 4.2 from Corollary 3.2 in [35] due to the optimal projection algorithm proposed in Section A.1.

Though the above theorem is important for compressed sensing, it does not guarantee noise reduction, even for the case $\mathbf{M}=\mathbf{I}$, as $C>2$. The reason for this is that the noise here is adversarial, leading to a worst-case bound. By introducing a random distribution for the noise, one may get better reconstruction guarantees. The following theorem assumes that the noise is randomly Gaussian distributed, this way enabling it to provide effective denoising guarantees.

Theorem 4.3 (based on Theorem 1.7 in [36]). Assume the conditions of Theorem 4.2 such that $\mathbf{e}$ is a random zero-mean white Gaussian noise with a variance $\sigma^{2}$. Then after a finite number of iterations, SSCoSaMP yields

$$
\begin{align*}
& \|\hat{\mathbf{f}}-\mathbf{f}\|_{2} \leq  \tag{19}\\
& \quad C \sqrt{\left(1+\delta_{3 k}\right) 3 k}(1+\sqrt{2(1+\beta) \log (n d)}) \sigma
\end{align*}
$$

with probability exceeding $1-\frac{2}{(3 k)!}(n d)^{-\beta}$.
The bound in the theorem can be given on the expected error instead of being given only with high probability using the proof technique in [29]. We remark that if we were given an
oracle that has foreknowledge of the locations of the jumps in the parameterization, the error we would get would be $O(\sqrt{k} \sigma)$. As the $\log (n d)$ factor in our bound is inevitable [7], we may conclude that our guarantee is optimal up to a constant factor. Note that Theorem 1.7 in [35] provides near-oracle performance guarantees for block-sparse vectors under a given dictionary D with the assumption that there exists a near-optimal projection algorithm that projects any vector to its closest sparse vector under the same dictionary. We can apply the result of Theorem 1.7 in [35], resulting with Theorem 4.3, due to the optimal projection algorithm proposed in Section A.1.
5. Sparsity based overparameterized variational algorithm for high dimensional func-
tions. We now turn to generalize the model in (13) to support other overparameterization forms, including higher dimensional functions such as images. We consider the case where an upper bound for the noise energy is given and not the sparsity $k$, as is common in many applications. Notice that for the synthesis model, such a generalization is not trivial because while it is easy to extend the $\boldsymbol{\Omega}_{\mathrm{DIF}}$ operator to high dimensions, it is not clear how to do this for the Heaviside dictionary.

Therefore we consider an overparameterized version of (12), where the noise energy is known and the analysis model is used. Let $\mathbf{X}_{1}, \ldots \mathbf{X}_{n}$ be matrices of the space variables and $\mathbf{b}_{1} \ldots \mathbf{b}_{n}$ their coefficients parameters. For example, in a 2D (image) case of piecewise linear constants, $\mathbf{X}_{1}$ will be the identity matrix, $\mathbf{X}_{2}$ will be a diagonal matrix with the values $[1,2, \ldots, d, 1,2, \ldots, d, \ldots 1,2, \ldots, d]$ on its main diagonal, and $\mathbf{X}_{3}$ will similarly be a diagonal matrix with $[1,1, \ldots, 1,2,2, \ldots, 2, \ldots d, d, \ldots, d]$ on its main diagonal. Assuming that all the coefficient parameters are jointly sparse under a general operator $\boldsymbol{\Omega}$, we may recover these coefficients by solving

$$
\begin{align*}
{\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T} } & =\min _{\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}}\left\|\sum_{i=1}^{n}\left|\boldsymbol{\Omega} \tilde{\mathbf{b}}_{i}\right|\right\|_{0}  \tag{20}\\
\text { s.t. } & \left\|\mathbf{g}-\mathbf{M}\left[\mathbf{X}_{1}, \ldots \mathbf{X}_{n}\right]\left[\begin{array}{c}
\tilde{\mathbf{b}}_{1} \\
\vdots \\
\tilde{\mathbf{b}}_{n}
\end{array}\right]\right\|_{2} \leq\|\mathbf{e}\|_{2} .
\end{align*}
$$

Having an estimate for all these coefficients, our approximation for the original signal $\mathbf{f}$ is $\hat{\mathbf{f}}=\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right]\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T}$.

As the minimization problem in (20) is NP-hard we suggest solving it by a generalization of the GAPN algorithm [45]-the block GAPN (BGAPN). We introduce this extension in Appendix B.

This algorithm aims at finding in a greedy way the rows of $\boldsymbol{\Omega}$ that are orthogonal to the space variables $\mathbf{b}_{1} \ldots \mathbf{b}_{n}$. Notice that once we find the indices of these rows, the set $\Lambda$ that satisfies $\boldsymbol{\Omega}_{\Lambda} \mathbf{b}_{i}=0$ for $i=1 \ldots n$ ( $\boldsymbol{\Omega}_{\Lambda}$ is the submatrix of $\boldsymbol{\Omega}$ with the rows corresponding to
the set $\Lambda$ ), we may approximate $\mathbf{b}_{1} \ldots \mathbf{b}_{n}$ by solving

$$
\begin{align*}
& {\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T} }=\min _{\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}} \sum_{i=1}^{n}\left\|\boldsymbol{\Omega}_{\Lambda} \tilde{\mathbf{b}}_{i}\right\|_{2}^{2}  \tag{21}\\
& \text { s.t. }\left\|\mathbf{g}-\mathbf{M}\left[\mathbf{X}_{1}, \ldots \mathbf{X}_{n}\right]\left[\begin{array}{c}
\tilde{\mathbf{b}}_{1} \\
\vdots \\
\tilde{\mathbf{b}}_{n}
\end{array}\right]\right\|_{2} \leq\|\mathbf{e}\|_{2} .
\end{align*}
$$

Therefore, BGAPN approximates $\mathbf{b}_{1} \ldots \mathbf{b}_{n}$ by finding $\Lambda$ first. It starts with a $\Lambda$ that includes all the rows of $\Omega$ and then gradually removes elements from it by solving the problem posed in (21) at each iteration and then finding the row in $\boldsymbol{\Omega}$ that has the largest correlation with the current temporal solution $\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T}$.

Note that there are no known recovery guarantees for BGAPN of the form we have had for SSCoSaMP before. Therefore, we present its efficiency in several experiments in the next section. As explained in Appendix B, the advantages of BGAPN over SSCoSaMP, despite the lack of theoretical guarantees, are that (i) it does not need foreknowledge of $k$ and (ii) it is easier to use with higher dimensional functions.

Before we move to the next section we note that one of the advantages of the above formulation and the BGAPN algorithm is the relative ease of adding to it new constraints. For example, we may encounter piecewise polynomial functions that are also continuous. However, we do not have such a continuity constraint in the current formulation. As we shall see in the next section, the absence of such a constraint allows jumps in the discontinuity points between the polynomial segments and therefore it is important to add it to the algorithm to get a better reconstruction.

One possibility for solving this problem is to add a continuity constraint on the jump points of the signal. In Appendix B we present also a modified version of the BGAPN algorithm that imposes such a continuity constraint, and in the next section we shall see how this handles the problem. Note that this is only one example of a constraint that one may add to the BGAPN technique. For example, in images one may add a smoothness constraint on the edges' directions.
6. Experiments. For demonstrating the efficiency of the proposed method we perform several tests. We start with the 1D case, testing our polynomial fitting approach with the continuity constraint and without it for continuous piecewise polynomials of first and second degrees. We compare these results to the optimal polynomial approximation scheme presented in section 4 and to the variational approach in [56]. We continue with a compressed sensing experiment for discontinuous piecewise polynomials and compare BGAPN with SSCoSaMP. Then we perform some tests on images using BGAPN. We start by denoising cartoon images using the piecewise linear model. We compare our outcome with the one of TV denoising [54] and show that our result does not suffer from a staircasing effect [55]. We compare also to a TV denoising version with overparameterization [49]. Then we show how our framework may be used for image segmentation, drawing a connection to the Mumford-Shah functional $[44,1]$. We compare our results with the ones obtained by the popular graph-cuts based segmentation [25].


Figure 1. Recovery of a piecewise linear function using the BGAPN algorithm with and without a constraint on the continuity.
6.1. Continuous piecewise polynomial functions denoising. In order to check the performance of the polynomial fitting, we generate random continuous piecewise linear and second order polynomial functions with 300 samples, 6 jumps, and a dynamic range $[-1,1]$. Then we contaminate the signal with a white Gaussian noise with a standard deviation from the set $\{0.05,0.1,0.15, \ldots, 0.5\}$.

We compare the recovery result of BGAPN with and without the continuity constraint with the one of the optimal approximation. ${ }^{4}$ Figures 1 and 2 present BGAPN reconstruction results for the linear and second order polynomial cases, respectively, for two different noise levels. It can be observed that the addition of the continuity constraint is essential for the correctness of the recovery. Indeed, without it we get jumps between the segments. Note also that the number of jumps in our recovery may be different than the one of the original signal as BGAPN does not have preliminary information about it. However, it still manages to recover the parameterization in a good way, especially in the lower noise case.

The possibility of providing a parametric representation is one of the advantages of our method. Indeed, one may achieve good denoising results without using the linear model in terms of MSE using methods such as free-knot spline [39]. However, the approximated
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Figure 2. Recovery of a piecewise second order polynomial function using the BGAPN algorithm with and without a constraint on the continuity.
function is not guaranteed to be piecewise linear and therefore learning the change points from it is suboptimal. See [56] and the references therein for more details.

To evaluate our method with respect to its MSE we compare it with the optimal approximation for a piecewise polynomial function presented in Appendix A.1. Note that the target signals are continuous while this algorithm does not use this assumption. Therefore, we add the continuity constraint to this method as postprocessing (unlike BGAPN that merges this into its steps). We take the changing points it has recovered and project the noisy measurement $\mathbf{g}$ to its closest continuous piecewise polynomial function with the same discontinuities.

Figure 3 presents the recovery performance of BGAPN and the projection algorithm with and without the continuous constraint. Without the constraint, it can be observed that BGAPN achieves better recovery performance. This is due to the fact that it is not restricted to the number of change points in the initial signal and therefore it can use more points and thus adapt itself better to the signal, achieving lower MSE. However, after adding the constraint in the piecewise linear case the optimal projection achieves a better recovery error. The reason is that, as the optimal projection uses the exact number of points, it finds the changing locations more accurately. Note though that in the case of second order polynomial functions, BGAPN gets better recovery. This happens because this program uses the continuity constraint also within its iterations and not only at the final step, as is the case


Figure 3. Mean squared error (MSE) of the recovered piecewise linear functions (left) and piecewise second order polynomial functions (right) as a function of the noise variance $\sigma$ for the methods BGAPN with and without the continuity constraint and the optimal approximation with and without continuity postprocessing. As a reference we compare this to the TVOPNL approach introduced in [56].
with the projection algorithm. As the second order polynomial case is more complex than the piecewise linear one, the impact of the usage of the continuity prior is higher and more significant than the information on the number of change points.

We also compare these results to the nonlocal overparameterized TV algorithm (TVOPNL) in $[56],{ }^{5}$ which was shown to be better for the task of line segmentation when compared with several alternatives including the ones reported in [49] and [50]. Clearly, our proposed scheme achieves better recovery performance than TVOPNL, demonstrating the supremacy of our line segmentation strategy.
6.2. Compressed sensing of piecewise polynomial functions. We perform also a compressed sensing experiment in which we compare the performance of SSCoSAMP, with the optimal projection, and BGAPN for recovering a second order polynomial function with 6 jumps from a small set of linear measurements. Each entry in the measurement matrix $\mathbf{M}$ is selected from an independently and identically distributed normal distribution and then all columns are normalized to have a unit norm. The polynomial functions are selected as in the previous experiment but with two differences: (i) we omit the continuity constraint and (ii) we normalize the signals to be with a unit norm.

Figure 4 presents the recovery rate (noiseless case $\sigma=0$ ) of each program as a function of the number of measurements $m$. Note that for a very small or large number of samples BGAPN behaves better. However, in the middle range SSCoSaMP achieves a better reconstruction rate. Nonetheless, we may say that their performance is more or less the same.
6.3. Cartoon image denoising. We turn to evaluating the performance of our approach on images. A piecewise smooth model is considered to be a good model for images, and especially to the ones with no texture, i.e., cartoon images $[8,20]$. Therefore, we use a

[^4]

Figure 4. Recovery rate of piecewise second order polynomial functions as a function of the sampling rate $m / d$ for the methods BGAPN and SSCoSaMP.
linear overparameterization of the 2D plane and employ the 2D difference operator $\boldsymbol{\Omega}_{\text {DIF }}$ that calculates the horizontal and vertical discrete derivatives of an image by applying the filters $[1,-1]$ and $[1,-1]^{T}$ to it. In this case, the problem in (20) turns out to be (notice that $\mathbf{M}=\mathbf{I}$ )

$$
\begin{align*}
& {\left[\hat{\mathbf{b}}_{0}^{T}, \hat{\mathbf{b}}_{h}^{T}, \hat{\mathbf{b}}_{v}^{T}\right]^{T} }=  \tag{22}\\
& \min _{\tilde{\mathbf{b}}_{0}, \mathbf{b}_{h}, \tilde{\mathbf{b}}_{v}}\left\|\left|\boldsymbol{\Omega}_{\mathrm{DIF}} \tilde{\mathbf{b}}_{0}\right|^{2}+\left|\boldsymbol{\Omega}_{\mathrm{DIF}} \tilde{\mathbf{b}}_{h}\right|^{2}+\left|\boldsymbol{\Omega}_{\mathrm{DIF}} \tilde{\mathbf{b}}_{v}\right|^{2}\right\|_{0} \\
& \text { s.t. }\left\|\mathbf{g}-\left[\mathbf{X}_{0}, \mathbf{X}_{h}, \mathbf{X}_{v}\right]\left[\begin{array}{c}
\tilde{\mathbf{b}}_{0} \\
\tilde{\mathbf{b}}_{h} \\
\tilde{\mathbf{b}}_{v}
\end{array}\right]\right\|_{2} \leq\|\mathbf{e}\|_{2},
\end{align*}
$$

where $\mathbf{X}_{0}, \mathbf{X}_{h}, \mathbf{X}_{v}$ are the matrices that contain the DC , the horizontal, and the vertical parameterizations, respectively, and $\hat{\mathbf{b}}_{0}, \hat{\mathbf{b}}_{h}, \hat{\mathbf{b}}_{v}$ are their corresponding space variables.

We apply this scheme for denoising two cartoon images, swoosh and sign. We compare our results with the ones of TV denoising [54]. Figures 5 and 6 present the recovery of swoosh and sign from their noisy version contaminated with an additive white Gaussian noise with $\sigma=20$. Note that we achieve better recovery results than TV and do not suffer from its staircasing effect. We have tuned the parameters of TV separately for each image to optimize its output quality, while we have used the same setup for our method in all the denoising experiments. To get a good quality with BGAPN, we run the algorithm several times with different sets of parameters (which are the same for all images) and then provide as an output the average image of all the runs. Notice that using this technique with TV degrades its results.

To test whether our better denoising is just a result of using overparameterization or an outcome of our new framework, we compare it also to TV with linear overparameterization [49]. ${ }^{6}$ Notice that while plugging overparameterization directly into TV improves the results in some cases [49], this is not the case with the images here. Therefore, we see that our
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Figure 5. Denoising of swoosh using the BGAPN algorithm with and without diagonal derivatives. Notice that we do not have the staircasing effect that appears in the $T V$ reconstruction. OP stands for overparameterized.
new framework that links sparsity with overparameterization has an advantage over the old approach that still acts within the variational scheme.

We could use other forms of overparameterization such as cubical instead of planar or add other directions of the derivatives in addition to the horizontal and vertical ones. For example, one may apply our scheme using an operator that also calculates the diagonal derivatives using the filters $\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]$ and $\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$. Such choices may lead to an improvement in different scenarios. Future work should focus on learning the overparameterizations and the types of derivatives that should be used for denoising and for other tasks. We believe that such a study has the potential to lead to state-of-the-art results.
6.4. Image segmentation. As a motivation for the task of segmentation we present the denoising of an image with a texture. We continue using the model in (22) and consider the house image as an example. Figure 7 demonstrates the denoising result we get for this image. Note that here as well we do not suffer from the staircasing effect that appears in the TV


Figure 6. Denoising of sign using the BGAPN algorithm. The results of TV and OP-TV are presented as a reference. OP stands for overparameterized.
recovery. However, due to the nature of our model we lose the texture and therefore achieve an inferior PSNR compared to the TV denoising. ${ }^{7}$

Though the removal of texture is not favorable for the task of denoising, it makes the recovery of salient edges in the original image easier. In Figure 8 we present the gradient map of our recovered image and the one of the original image. It can be seen that while the gradients of the original image also capture the texture changes, our method finds only the main edges. ${ }^{8}$ This motivates us to use our scheme for segmentation.
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Figure 7. Denoising of house using the BGAPN algorithm. Notice that we do not have the staircasing effect that appears in the $T V$ reconstruction. Because our model is linear we do not recover the texture and thus we get slightly inferior results compared to TV with respect to PSNR. Note that if we use a cubic overparameterization with $B G A P N$ instead of linear we get $P S N R(=31.81 \mathrm{~dB})$ better than that of TV. OP stands for overparameterized.

Since our scheme divides the image into piecewise linear regions, we can view our strategy as an approach that minimizes the Mumford-Shah functional [44, 1]. On the other hand, if the image has only two regions, our segmentation result can be viewed as a solution of the Chan-Vese functional with the difference that we model each region by a polynomial function instead of approximating it by a constant [12].

We present our segmentation results for three images, and for each we display the piecewise constant version of each image together with its boundary map. Our segmentation results appear in Figures 9, 10, and 11. We compare our results to the popular graph-cuts based segmentation [25]. Notice that we achieve a comparable performance, where in some places our method behaves better and in others the strategy in [25] provides a better result.

Though we get good segmentation, it is clear that there is still large room for improvement compared to the current state of the art. One direction for improvement is to use more filters


Figure 8. Gradient map of the clean house image and our recovered image from Figure 7.
within $\boldsymbol{\Omega}$. Another one is to calculate the gradients of the coefficients parameters and not of the recovered image as they are supposed to be truly piecewise constant. We leave these ideas to future work.
7. Conclusion and future work. This work has presented a novel framework for solving the overparameterized variational problem using sparse representations. We have demonstrated how this framework can be used both for 1D and 2D functions, while a generalization to other higher dimensions (such as three dimensions) is straightforward. We have solved the problem of line fitting for piecewise polynomial 1D signals and then shown how the new technique can be used for compressed sensing, denoising, and segmentation.

Though this work has focused mainly on linear overparameterizations, the extension to other forms is straightforward. However, to keep the discussion as simple as possible, we have chosen to use simple forms of overparameterizations in the experiments section. As a future research, we believe that a learning process should be added to our scheme. It should adapt the functions of the space variables $\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}$ and the filters in $\boldsymbol{\Omega}$ to the signal at hand. We believe that this has the potential to lead to state-of-the-art results in segmentation, denoising, and other signal processing tasks. Combining of our scheme with the standard sparse representation approach may provide the possibility of adding support to images with texture. This will lead to a scheme that works globally on the image for the cartoon part and locally for the texture part. Another route for future work is to integrate our scheme in the state-of-the-art overparameterized based algorithm for optical flow in [50].

## Appendix A. The SSCoSaMP algorithm.

For approximating (16), we use a block sparsity variant of SSCoSaMP [36] and adapt it to our model. It is presented in Algorithm 1. Due to the equivalence between $\mathbf{D}_{H S}$ and $\boldsymbol{\Omega}_{D I F}$, we use the latter in the algorithm.

This method uses a projection $S_{n}(\cdot, k)$ that, given a signal, finds its closest piecewise polynomial functions with $k$ jump points. We calculate this projection using dynamic programming. Our strategy is a generalization of the one that appears in [33, 38] and is presented in the next subsection.


Figure 9. Piecewise linear version of coins image together with the segmentation result. We compare it to the popular graph-cuts based segmentation [25].

The halting criterion we use in our work in Algorithm 1 is $\left\|\mathbf{g}_{r}^{t}\right\|_{2} \leq \epsilon$ for a given small constant $\epsilon$. Other options for stopping criteria are discussed in [47].
A.1. Optimal approximation using piecewise polynomial functions. Our projection technique uses the fact that once the jump points are set, the optimal parameters of the polynomial in a segment $[t, l]$ can be calculated optimally by solving a least squares minimization problem

$$
\left\|\left[\mathbf{I}[t, l], \mathbf{Z}[t, l], \ldots, \mathbf{Z}^{n}[t, l]\right]\left[\begin{array}{c}
\mathbf{b}_{0}[t, l]  \tag{23}\\
\mathbf{b}_{1}[t, l] \\
\vdots \\
\mathbf{b}_{n}[t, l]
\end{array}\right]-\mathbf{g}[t, l]\right\|_{2}^{2},
$$



Figure 10. Piecewise linear version of airplane image together with the segmentation result. We compare it to the popular graph-cuts based segmentation [25].
where $\mathbf{g}[t, l]$ is the subvector of $\mathbf{g}$ supported by the indices $t$ to $l(t \leq l)$ and $\mathbf{Z}^{i}[t, l]$ is the (square) submatrix of $\mathbf{Z}^{i}$ corresponding to the indices $t$ to $l$. We denote by $P_{n}(\mathbf{g}[t, l])$ the polynomial function we get by solving (23). Indeed, in the case that the size of the segment $[t, l]$ is smaller than the number of parameters, e.g., segment of size one for a linear function, the above minimization problem has infinitely many options for setting the parameters. However, all of them lead to the same result, which is keeping the values of the points in the segment, i.e., having $P_{n}(\mathbf{g}[t, l])=\mathbf{g}[t, l]$.

Denote by $S_{n}(\mathbf{g}[1, \tilde{d}], k)$ the optimal approximation of the signal $\mathbf{g}[1, \tilde{d}]$ by a piecewise polynomial function with $k$ jumps. It can be calculated by solving the following recursive minimization problem

$$
\begin{align*}
\hat{t}=\underset{1 \leq t<\tilde{d}}{\operatorname{argmin}} \| & S_{n}(\mathbf{g}[1, t], k-1)-\mathbf{g}[1, t] \|_{2}^{2}  \tag{24}\\
& +\left\|P_{n}(\mathbf{g}[t+1, \tilde{d}])-\mathbf{g}[t+1, \tilde{d}]\right\|_{2}^{2}
\end{align*}
$$



Figure 11. Piecewise linear version of man image together with the segmentation result. We compare it to the popular graph-cuts based segmentation [25].
and setting

$$
S_{n}(\mathbf{g}[1, \tilde{d}], k)=\left[\begin{array}{c}
S_{n}(\mathbf{g}[1, \hat{t}], k-1)  \tag{25}\\
P_{n}(\mathbf{g}[\hat{t}+1, \tilde{d}])
\end{array}\right] .
$$

The vectors $S_{n}(\mathbf{g}[1, t], k-1)$ can be calculated recursively using (24). The recursion ends with the base case $S_{n}(\mathbf{g}[1, t], 0)=P_{n}(\mathbf{g}[1, t])$.

This leads us to the following algorithm for calculating an optimal approximation for a signal $\mathbf{g}$. Notice that this algorithm provides us also with the parameterization of a piecewise polynomial.

1. Calculate $S_{n}(\mathbf{g}[1, t], 0)=P_{n}(\mathbf{g}[1, t])$ for $1 \leq t \leq d$.
2. For $\tilde{k}=1: k-1$ do

- Calculate $S_{n}(\mathbf{g}[1, \tilde{d}], \tilde{k})$ for $1 \leq \tilde{d} \leq d$ using (24) and (25).

3. Calculate $S_{n}(\mathbf{g}[1, d], k)$ using (24) and (25).

Denoting by $T$ the worst case complexity of calculating $P_{n}(\mathbf{g}[t, l])$ for any pair $t, l$, we have that the complexity of step (1) is $O(d T)$; of step $(2)$ is $O\left(k d^{2}(T+d)\right)$, as the computation of

Algorithm 1 Signal Space CoSaMP (SSCoSaMP) for Piecewise Polynomial FuncTIONS.
Input: $k, \mathbf{M}, \mathbf{g}, \gamma$, where $\mathbf{g}=\mathbf{M f}+\mathbf{e}, \mathbf{f}=\left[\mathbf{I}, \mathbf{Z}, \mathbf{Z}^{2}, \ldots, \mathbf{Z}^{n}\right]\left[\mathbf{b}_{0}^{T}, \mathbf{b}_{1}^{T}, \ldots, \mathbf{b}_{n}^{T}\right]^{T}$ is a piecewise polynomial function of order $n, k=\left\|\sum_{i=0}^{n}\left|\boldsymbol{\Omega}_{\mathrm{DIF}} \mathbf{b}_{i}\right|\right\|_{0}$ is the number of jumps in the representation coefficients of $\mathbf{f}, \mathbf{e}$ is an additive noise, and $\gamma$ is a parameter of the algorithm. $S_{n}(\cdot, k)$ is a procedure that approximates a given signal by a piecewise polynomial function of order $n$ with $k$ jumps.
Output: $\hat{\mathbf{f}}$ : A piecewise polynomial with $k+1$ segments that approximates $\mathbf{f}$.

- Initialize the jumps' locations $T^{0}=\emptyset$, the residual $\mathbf{g}_{r}^{0}=\mathbf{g}$, and set $t=0$.
while halting criterion is not satisfied do
- $t=t+1$.
- Find the parameterization $\mathbf{b}_{r, 0}, \mathbf{b}_{r, 1}, \ldots, \mathbf{b}_{r, n}$ of the residual's polynomial approximation by calculating $S_{n}\left(\mathbf{M}^{T} \mathbf{g}_{r}^{t-1}, \gamma k\right)$.
- Find new temporal jump locations: $T_{\Delta}=$ the support of $\sum_{i=0}^{n}\left|\mathbf{\Omega}_{\mathrm{DIF}} \mathbf{b}_{r, i}\right|$.
- Update the jumps locations' indices: $\tilde{T}^{t}=T^{t-1} \cup T_{\Delta}$.
- Compute temporal parameters:

$$
\begin{aligned}
& {\left[\mathbf{b}_{p, 0}, \ldots, \mathbf{b}_{p, n}\right]=\operatorname{argmin}_{\tilde{\mathbf{b}}_{0}, \ldots, \tilde{\mathbf{b}}_{n}}\left\|\mathbf{g}-\mathbf{M}\left[\mathbf{I}, \mathbf{Z}, \mathbf{Z}^{2} \ldots, \mathbf{Z}^{n}\right]\left[\begin{array}{c}
\tilde{\mathbf{b}}_{0} \\
\tilde{\mathbf{b}}_{1} \\
\vdots \\
\tilde{\mathbf{b}}_{n}
\end{array}\right]\right\|_{2}^{2}} \\
& \text { s.t. } \quad\left(\boldsymbol{\Omega}_{\mathrm{DIF}} \tilde{\mathbf{b}}_{0}\right)_{\left(\tilde{T}^{t}\right)^{C}}=0, \ldots\left(\boldsymbol{\Omega}_{\mathrm{DIF}} \tilde{\mathbf{b}}_{n}\right)_{\left(\tilde{T}^{t}\right)^{C}}=0 .
\end{aligned}
$$

- Calculate a polynomial approximation of order $n$ :
$\mathbf{f}^{t}=S_{n}\left(\left[\mathbf{I}, \mathbf{Z}, \mathbf{Z}^{2}, \ldots, \mathbf{Z}^{n}\right]\left[\mathbf{b}_{p, 0}^{T}, \ldots, \mathbf{b}_{p, n}^{T}\right]^{T}, k\right)$.
- Find new jump locations: $T^{t}=$ the locations of the jumps in the parameterization of $\mathbf{f}^{t}$.
- Update the residual: $\mathbf{g}_{r}^{t}=\mathbf{g}-\mathbf{M f}^{t}$.
end while
- Form final solution $\hat{\mathbf{f}}=\mathbf{f}^{t}$.
the projection error is of complexity $O(d)$; and of step (3) $O(d(T+d))$. Summing all together we get a total complexity of $O\left(k d^{2}(T+d)\right.$ ) for the algorithm, which is a polynomial complexity since $T$ is polynomial.


## Appendix B. The block GAPN algorithm.

For approximating (20), we extend the GAPN technique [45] to block sparsity and adapt it to our model. It is presented in Algorithm 2. Notice that this program, unlike SSCoSaMP, does not assume the knowledge of $k$ or the existence of an optimal projection onto the signals' low dimensional union of subspaces. Note also that it suits a general form of overparameterization and not only 1D piecewise polynomial functions. It is possible to accelerate BGAPN for highly scaled problems by removing from the cosupport several elements at a time instead of one in the update cosupport stage.

```
Algorithm 2 The Block GAPN Algorithm.
Input: \(\mathbf{M}, \mathbf{g}, \boldsymbol{\Omega}\), where \(\mathbf{g}=\mathbf{M f}+\mathbf{e}, \mathbf{f}=\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right]\left[\mathbf{b}_{1}^{T}, \ldots, \mathbf{b}_{n}^{T}\right]^{T}\) such that \(\sum_{i}^{n}\left|\mathbf{\Omega}_{i}\right|\) is
    sparse, and \(\mathbf{e}\) is an additive noise.
Output: \(\hat{\mathbf{f}}=\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right]\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T}\) : an estimate for \(\mathbf{f}\) such that \(\sum_{i}^{n}\left|\boldsymbol{\Omega} \hat{\mathbf{b}}_{i}\right|\) is sparse.
    Initialize cosupport \(\Lambda=\{1, \ldots, p\}\) and set \(t=0\).
    while halting criterion is not satisfied do
        \(t=t+1\).
        Calculate a new estimate:
\[
\begin{align*}
& {\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T}=\underset{\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}}{\operatorname{argmin}} \sum_{i=1}^{n}\left\|\boldsymbol{\Omega}_{\Lambda} \tilde{\mathbf{b}}_{i}\right\|_{2}^{2}}  \tag{26}\\
& \text { s.t. }\left\|\mathbf{g}-\mathbf{M}\left[\mathbf{X}_{1}, \ldots \mathbf{X}_{n}\right]\left[\begin{array}{c}
\tilde{\mathbf{b}}_{1} \\
\vdots \\
\tilde{\mathbf{b}}_{n}
\end{array}\right]\right\|_{2} \leq\|\mathbf{e}\|_{2} .
\end{align*}
\]
Update cosupport: \(\Lambda=\Lambda \backslash\left\{\operatorname{argmax}_{j} \sum_{i=1}^{n}\left\|\boldsymbol{\Omega}_{j} \hat{\mathbf{b}}_{i}\right\|_{2}^{2}\right\}\).
end while
Form an estimate for the original signal: \(\hat{\mathbf{f}}=\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right]\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T}\).
```

Ideally, we would expect that after several iterations of updating the cosupport in BGAPN we would have $\boldsymbol{\Omega}_{\Lambda} \hat{\mathbf{b}}_{i}=0$. However, many signals are only nearly cosparse, i.e., have $k$ significantly large values in $\boldsymbol{\Omega} \mathbf{b}_{i}$ while the rest are smaller than a small constant $\epsilon$. Therefore, a natural stopping criterion in this case would be to stop when the maximal value in $\left|\boldsymbol{\Omega} \hat{\mathbf{b}}_{i}\right|$ is smaller than $\epsilon$. This is the stopping criterion we use throughout this paper for BGAPN. Of course, this is not the only option for a stopping criterion, e.g., one may look at the relative solution change in each iteration or use a constant number of iterations if $k$ is foreknown.

We present also a modified version of BGAPN in Algorithm 3 that imposes a continuity constraint on the change points. This is done by creating a binary diagonal matrix $\mathbf{W}=$ $\operatorname{diag}\left(w_{1}, \ldots, w_{p}\right)$ such that in each iteration of the program the $i$ th element $w_{i}$ is 1 if it corresponds to a change point and zero otherwise. This matrix serves as a weights matrix to penalize discontinuity in the change point. This is done by adding the regularizing term $L$

$$
\gamma\left\|\mathbf{W} \boldsymbol{\Omega}\left[\mathbf{X}_{1}, \ldots \mathbf{X}_{n}\right]\left[\begin{array}{c}
\tilde{\mathbf{b}}_{1} \\
\vdots \\
\tilde{\mathbf{b}}_{n}
\end{array}\right]\right\|_{2}^{2}
$$

to the minimization problem in (26) (27) in Algorithm 3), which leads to the additional step (28) in the modified program.

Algorithm 3 The Block GAPN Algorithm with Continuity Constraint.
Input: $\mathbf{M}, \mathbf{g}, \boldsymbol{\Omega}, \gamma$, where $\mathbf{g}=\mathbf{M f}+\mathbf{e}, \mathbf{f}=\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right]\left[\mathbf{b}_{1}^{T}, \ldots, \mathbf{b}_{n}^{T}\right]^{T}$ such that $\sum_{i}^{n}\left|\boldsymbol{\Omega}_{\mathbf{b}_{i}}\right|$ is sparse, $\mathbf{e}$ is an additive noise, and $\gamma$ is a weight for the continuity constraint.
Output: $\hat{\mathbf{f}}=\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right]\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T}$ : an estimate for $\mathbf{f}$ such that $\sum_{i}^{n}\left|\boldsymbol{\Omega} \hat{\mathbf{b}}_{i}\right|$ is sparse. Initialize cosupport $\Lambda=\{1, \ldots, p\}$ and set $t=0$.
while halting criterion is not satisfied do
$t=t+1$.
Calculate a new estimate:

$$
\begin{align*}
{\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T}=\underset{\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}}{\operatorname{argmin}} \sum_{i=1}^{n}\left\|\boldsymbol{\Omega}_{\Lambda} \tilde{\mathbf{b}}_{i}\right\|_{2}^{2} }  \tag{27}\\
\text { s.t. }\left\|\mathbf{g}-\mathbf{M}\left[\mathbf{X}_{1}, \ldots \mathbf{X}_{n}\right]\left[\begin{array}{c}
\tilde{\mathbf{b}}_{1} \\
\vdots \\
\tilde{\mathbf{b}}_{n}
\end{array}\right]\right\|_{2} \leq\|\mathbf{e}\|_{2} .
\end{align*}
$$

Update cosupport: $\Lambda=\Lambda \backslash\left\{\operatorname{argmax}_{j} \sum_{i=1}^{n}\left\|\boldsymbol{\Omega}_{j} \hat{\mathbf{b}}_{i}\right\|_{2}^{2}\right\}$.
Create weight matrix: $\mathbf{W}=\operatorname{diag}\left(w_{1}, \ldots, w_{p}\right)$, where $w_{i}=0$ if $i \in \Lambda$ or $w_{i}=1$ otherwise. Recalculate the estimate:

$$
\begin{align*}
& {\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T} }=\underset{\tilde{\mathbf{b}}_{1}, \ldots, \tilde{\mathbf{b}}_{n}}{\operatorname{argmin}} \sum_{i=1}^{n}\left\|\boldsymbol{\Omega}_{\Lambda} \tilde{\mathbf{b}}_{i}\right\|_{2}^{2}  \tag{28}\\
&+\gamma\left\|\mathbf{W} \boldsymbol{\Omega}\left[\mathbf{X}_{1}, \ldots \mathbf{X}_{n}\right]\left[\begin{array}{c}
\tilde{\mathbf{b}}_{1} \\
\vdots \\
\tilde{\mathbf{b}}_{n}
\end{array}\right]\right\|_{2}^{2} \\
& \text { s.t. }\left\|\mathbf{g}-\mathbf{M}\left[\mathbf{X}_{1}, \ldots \mathbf{X}_{n}\right]\left[\begin{array}{c}
\tilde{\mathbf{b}}_{1} \\
\vdots \\
\tilde{\mathbf{b}}_{n}
\end{array}\right]\right\|_{2} \leq\|\mathbf{e}\|_{2} .
\end{align*}
$$

end while
Form an estimate for the original signal: $\hat{\mathbf{f}}=\left[\mathbf{X}_{1}, \ldots, \mathbf{X}_{n}\right]\left[\hat{\mathbf{b}}_{1}^{T}, \ldots, \hat{\mathbf{b}}_{n}^{T}\right]^{T}$.
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