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\( D \in \mathbb{R}^{n \times m} \) is a dictionary with normalized columns.
The Generative Model

Each element $i$ in $\alpha$ is non zero with probability $p_i \ll 1$. 

$D_{\alpha}$
The Generative Model

The non-zero elements of the sparse representation, denoted by $\alpha_s$, are sampled from a Gaussian distribution $\alpha_s | s \sim N(0, \sigma^2 \mathbf{I}_|s|)$. 

$$D \alpha^m \quad n$$
The product $D\alpha$ leads to a signal $x$. 

$$D\alpha = x$$
The Generative Model

We are given noisy measurements \( y = D\alpha + \nu \), where \( \nu \) is a white Gaussian noise \( \nu \sim \mathcal{N} (0, \sigma^2 \nu I_n) \).
The Generative Model – Results

The prior probability of a support (Bernoulli):

\[ p(s) = \prod_{i \in s} p_i \prod_{j / \in s} (1 - p_j). \]

When the support is known, \( y \) and \( \alpha_s \) are jointly Gaussian:

\[ y = D_s \alpha_s + \nu, \]

leading to \( y \mid s \) is Gaussian:

\[ y \mid s \sim N(0, C_s). \]

\( y \mid \alpha_s, s \) is Gaussian:

\[ y \mid \alpha_s, s \sim N(D_s \alpha_s, \sigma^2 \nu I_n). \]

\( \alpha_s \mid y, s \) is Gaussian:

\[ \alpha_s \mid y, s \sim N(1/\sigma^2 \nu Q_s^{-1} s D_s^T y, Q_s^{-1} s). \]

\[ C_s = \sigma^2 \alpha_s D_s D_s^T + \sigma^2 \nu I_n, \]

\[ Q_s = \frac{1}{\sigma^2 \nu} |s| I_n + \frac{1}{\sigma^2 \nu} D_s^T D_s. \]

---
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The goal: Estimate $\alpha$ given the noisy measurements $y$, i.e. denoise the signal.

Many estimators can be proposed. We focus our attention on three:

1. The oracle estimator.
2. The Maximum A-posteriori Probability (MAP) estimator.
3. The Minimum Mean Square Error (MMSE) estimator.
The Oracle Estimator

The Oracle Estimator assumes knowledge of the support $\alpha_s | s, y$, which is Gaussian $\Rightarrow$ it's MAP and MMSE estimators are identical.

$\hat{\alpha}_{\text{Oracle}} = E\{\alpha_s | s, y\} = \frac{1}{\sigma^2} \nu Q^{-1} s^T y$

Cannot be obtained in practice. We will use it as a basic building block later in this talk.
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The MAP Estimator

Instead of approximating the representation $\alpha$, we approximate the support itself.

**MAP Support Estimator**

$$\hat{s}_{\text{MAP}} = \arg \max_s p(s|y) = \arg \max_s p(s)p(y|s) = \arg \max_s -\frac{1}{2}y^T C^{-1} s - \frac{1}{2} \log \det (C^s) + \sum_{i \in s} \log (p_i) + \sum_{j \neq i \in s} \log (1 - p_j)$$

$s \in \{0, 1\}$

The sparse representation $\hat{\alpha}_{\text{MAP}}$, is obtained using the oracle estimator on the recovered support:

$$\hat{\alpha}_{\text{MAP}} = \hat{\alpha}_{\text{Oracle}} s_{\text{MAP}}.$$
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The Minimum Mean Square Error (MMSE) estimator minimizes the MSE of the estimator.
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  - MAP – compute the posterior probability of each of the $2^m$ supports and pick the most probable one.
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How is this issue resolved?
- MAP – use an approximation algorithm (greedy or relaxed) to recover a likely support, and then use the oracle.
- MMSE – usually avoided.
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A modified version of the OMP algorithm. OMP: picks the atom most correlated with the current residual. RandOMP: weights the unpicked atoms according to their correlation with the residual, and chooses randomly. Repeated many times leading to a variety of solutions. Averages the solutions to retrieve a final estimate. Asymptotically converges with the MMSE estimator when: The dictionary is unitary. The cardinality of the sparse representation is 1. Empirically achieves better MSE than OMP even when these conditions are not met.

Other methods exist (Schniter, P. et al. 2008 “Fast Bayesian matching pursuit”).
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Algorithm 2: Stochastic Resonance MMSE Approximation

input : $y, D, \text{PursuitMethod}, \sigma_n, K$

for $k \in 1 \ldots K$
do
$
n_k \leftarrow \text{SampleNoise}(\sigma_n)$

$
\tilde{\alpha}_k \leftarrow \text{PursuitMethod}(y + n_k, D)$

$
\hat{S}_k \leftarrow \text{Support}(\tilde{\alpha}_k)$

$
\hat{\alpha}_k \leftarrow \hat{\alpha}_{\text{Oracle}}(\hat{S}_K, y)$
endo
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\textbf{input}: y, D, PursuitMethod, σ_n, K

\textbf{output}: \hat{\alpha}

\textbf{for} k \in 1 \ldots K \ \textbf{do}

\hspace{1em} n_k \leftarrow \text{SampleNoise}(\sigma_n)

\hspace{1em} \tilde{\alpha}_k \leftarrow \text{PursuitMethod}(y + n_k, D)

\hspace{1em} \hat{S}_k \leftarrow \text{Support}(\tilde{\alpha}_k)
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\[
\mathcal{H}_{\lambda_{\text{MAP}}} (\beta_i) = \begin{cases} 
  c^2 \beta_i & \text{if } |\beta_i| \geq \lambda_{\text{MAP}}, \\
  0 & \text{else}
\end{cases}
\]
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When $\mathbf{D}$ is a unitary matrix ($\mathbf{D}^T \mathbf{D} = \mathbf{I}$), the oracle, MAP and MMSE estimators are element-wise shrinkage operators:

\[
\hat{\alpha}_i^{\text{MMSE}}(\beta_i) = \frac{\exp \left( \frac{c^2}{2\sigma^2_\nu} \beta_i^2 \right) \frac{p_i}{1-p_i} \sqrt{1-c^2}}{1 + \exp \left( \frac{c^2}{2\sigma^2_\nu} \beta_i^2 \right) \frac{p_i}{1-p_i} \sqrt{1-c^2}} c^2 \beta_i
\]

$c$ and $\lambda_{\text{MAP}}$ depend on $p_i$, $\sigma_\alpha$ and $\sigma_\nu$. 
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\mathcal{H}^- (\beta, \tilde{n}) = \begin{cases} 
    c^2 \beta & \text{if } |\beta + \tilde{n}| \geq \lambda, \\
    0 & \text{otherwise.}
\end{cases}
\]
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What happens as $K \to \infty$?

$$\hat{\alpha} (\beta, \tilde{n}) = \mathcal{H}^-(\beta, \tilde{n}) = \begin{cases} c^2 \beta & \text{if } |\beta + \tilde{n}| \geq \lambda, \\ 0 & \text{otherwise.} \end{cases}$$

$$\hat{\alpha} = \lim_{K \to \infty} \frac{1}{K} \sum_{k=1}^{K} \hat{\alpha}_k = E_n \{\hat{\alpha}_k\} = \int_{-\infty}^{\infty} \mathcal{H}^- (\beta, \tilde{n}) p (\tilde{n}) d\tilde{n}$$

$$= c^2 \beta \left[ Q \left( \frac{\lambda + \beta}{\sigma_n} \right) + Q \left( \frac{\lambda - \beta}{\sigma_n} \right) \right]$$

$$Q(x) = \int_{x}^{\infty} e^{-\frac{t^2}{2}} dt$$
How does this estimator perform?
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- Parameters’ values are lacking. \( \Rightarrow \) the same MMSE is no longer attainable.
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Parameters’ values are lacking. \(\implies\) the same MMSE is no longer attainable.

How can we estimate a support? Use any pursuit (MAP approximation).

How can we obtain the oracle estimator?
Parameters’ values are lacking. \(\Longrightarrow\) the same MMSE is no longer attainable.

How can we estimate a support? Use any pursuit (MAP approximation).

How can we obtain the oracle estimator? Simply use least squares
\[
\hat{\alpha}(s, y)_{\text{oracle}} = \left(D_s^T D_s\right)^{-1} D_s^T y.
\]
General Case – Unknown Parameters

\[ y + n = S \]

MAP

Oracle

S
General Case – Unknown Parameters

\[ y + n \]

Pursuit Algo.

Least Squares

\[ S \]
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- \( D \in \mathbb{R}^{50 \times 100} \) a normalized random dictionary.
- \( \| \alpha \|_0 = 1 \, p_i = 0.05, \alpha_s \sim \mathcal{N}(0, 1) \).
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- \( \mathbf{D} \in \mathbb{R}^{50 \times 100} \) a normalized random dictionary.
- \( \|\alpha\|_0 = 1 \), \( p_i = 0.05 \), \( \alpha_s \sim \mathcal{N}(0, 1) \).
- \( \mathbf{v} \sim \mathcal{N}(\mathbf{0}, \sigma^2_\nu \mathbf{I}_{50}) \), \( \sigma_\nu = 0.2 \).
- 100 iterations of stochastic resonance.

Use bounded noise formulation for the pursuit:

\[
\text{(OMP)} \quad \min_{\alpha} \|\alpha\|_0 \quad \text{s.t.} \quad \|\mathbf{y} - \mathbf{D}\alpha\|_2 \leq \epsilon, \\
\text{(BP)} \quad \min_{\alpha} \|\alpha\|_1 \quad \text{s.t.} \quad \|\mathbf{y} - \mathbf{D}\alpha\|_2 \leq \epsilon.
\]
- $D \in \mathbb{R}^{50 \times 100}$ a normalized random dictionary.
- $\|\alpha\|_0 = 1$, $p_i = 0.05$, $\alpha_s \sim \mathcal{N}(0, 1)$.
- $\nu \sim \mathcal{N}(0, \sigma^2_\nu I_{50})$, $\sigma_\nu = 0.2$.
- 100 iterations of stochastic resonance.

![Graph showing MSE for different SR estimators: SR with OMP, OMP, SR with BP, BP. The x-axis represents n, the y-axis represents MSE.](image-url)
Outline

1. **Bayesian Framework**
   - The Generative Model
   - Bayesian Estimators

2. **MMSE Approximation**
   - Previous Work

3. **Stochastic Resonance**
   - Can Noise Help Denoising?

4. **Our Proposed Method**
   - The Algorithm
   - Unitary Case Analysis
   - The General Dictionary Case
   - Image Denoising

5. **Conclusions**
Method Used:

---


6Dai, Wei, and Olgica Milenkovic, 2009. "Subspace pursuit for compressive sensing signal reconstruction."
Image Denoising

Method Used:

- Dataset containing facial images.

---

6 Dai, Wei, and Olgica Milenkovic, 2009. "Subspace pursuit for compressive sensing signal reconstruction."
Method Used:

- Dataset containing facial images.
- Trained a Trainlet\(^5\) dictionary on clean facial images.


\(^6\)Dai, Wei, and Olgica Milenkovic, 2009. ”Subspace pursuit for compressive sensing signal reconstruction.”
Image Denoising

Method Used:

- Dataset containing facial images.
- Trained a Trainlet\(^5\) dictionary on clean facial images.
- Pursuit used: Subspace Pursuit (SP)\(^6\).

---


\(^6\) Dai, Wei, and Olgica Milenkovic, 2009. "Subspace pursuit for compressive sensing signal reconstruction."
Method Used:

- Dataset containing facial images.
- Trained a Trainlet\textsuperscript{5} dictionary on clean facial images.
- Pursuit used: Subspace Pursuit (SP)\textsuperscript{6}.

Experiment:


\textsuperscript{6}Dai, Wei, and Olgica Milenkovic, 2009. "Subspace pursuit for compressive sensing signal reconstruction."
Method Used:

- Dataset containing facial images.
- Trained a Trainlet\(^5\) dictionary on clean facial images.
- Pursuit used: Subspace Pursuit (SP)\(^6\).

Experiment:

- Added noise to an unseen image.

---


\(^6\)Dai, Wei, and Olgica Milenkovic, 2009. "Subspace pursuit for compressive sensing signal reconstruction."
Method Used:

- Dataset containing facial images.
- Trained a Trainlet\textsuperscript{5} dictionary on clean facial images.
- Pursuit used: Subspace Pursuit (SP)\textsuperscript{6}.

Experiment:

- Added noise to an unseen image.
- Use the dictionary and SP to denoise. Tune L parameter to obtain optimal denoising performance.

---


\textsuperscript{6}Dai, Wei, and Olgica Milenkovic, 2009. "Subspace pursuit for compressive sensing signal reconstruction."
Image Denoising

Method Used:

- Dataset containing facial images.
- Trained a Trainlet\textsuperscript{5} dictionary on clean facial images.
- Pursuit used: Subspace Pursuit (SP)\textsuperscript{6}.

Experiment:

- Added noise to an unseen image.
- Use the dictionary and SP to denoise. Tune L parameter to obtain optimal denoising performance.
- Use SR algorithm using the same SP configuration used in the previous step.
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Image Denoising – Results
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Clean Image.
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Noisy image. PSNR = 16.1 dB.
Subspace Pursuit. PSNR = 26.88 dB.
Stochastic Resonance. PSNR = 28.76 dB.
Clean Image.

~ 2dB better.
Subspace pursuit vs. stochastic resonance
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