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Restoration by Compression
Yehuda Dar , Michael Elad , Fellow, IEEE, and Alfred M. Bruckstein

Abstract—In this paper, we study the topic of signal restora-
tion using complexity regularization, quantifying the compression
bit-cost of the signal estimate. While complexity-regularized
restoration is an established concept, solid practical methods were
suggested only for the Gaussian denoising task, leaving more com-
plicated restoration problems without a generally constructive
approach. Here, we present practical methods for complexity-
regularized restoration of signals, accommodating deteriorations
caused by a known linear degradation operator of an arbitrary
form. Our iterative procedure, obtained using the alternating di-
rection method of multipliers (ADMM) approach, addresses the
restoration task as a sequence of simpler problems involving �2 -
regularized estimations and rate-distortion optimizations (consid-
ering the squared-error criterion). We replace the rate-distortion
optimizations with an arbitrary standardized compression tech-
nique and thereby restore the signal by leveraging underlying
models designed for compression. Additionally, we propose a shift-
invariant complexity regularizer, measuring the bit-cost of all the
shifted forms of the estimate, extending our method to use av-
eraging of decompressed outputs gathered from compression of
shifted signals. On the theoretical side, we present an analysis of
complexity-regularized restoration of a cyclo-stationary Gaussian
signal from deterioration by a linear shift-invariant operator and
an additive white Gaussian noise. The theory shows that optimal
complexity-regularized restoration relies on an elementary restora-
tion filter and compression spreading reconstruction quality un-
evenly based on the energy distribution of the degradation filter.
These ideas are realized also in the proposed practical methods.
Finally, we present experiments showing good results for image
deblurring and inpainting using the JPEG2000 and HEVC com-
pression standards.

Index Terms—Complexity regularization, rate-distortion opti-
mization, signal restoration, image deblurring, alternating direc-
tion method of multipliers (ADMM).

I. INTRODUCTION

S IGNAL restoration methods are often posed as inverse
problems using regularization terms. While many solutions

can explain a given degraded signal, using regularization will
provide signal estimates based on prior assumptions on signals.
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One interesting regularization type measures the complexity of
the candidate solution in terms of its compression bit-cost. In-
deed, encoders (that yield the bit cost) rely on signal models and
allocate shorter representations to more likely signal instances.
This approach of complexity-regularized restoration is an at-
tractive meeting point of signal restoration and compression,
two fundamental signal-processing problems.

Numerous works [1]–[7] considered the task of denoising
a signal corrupted by an additive white Gaussian noise using
complexity regularization. In [2], [7], this idea is translated to
practically estimating the clean signal by employing a standard
lossy compression of its noisy version. However, more com-
plex restoration problems (e.g., deblurring, super resolution,
inpainting), involving non-trivial degradation operators, do not
lend themselves to a straightforward treatment by compression
techniques designed for the squared-error distortion measure.
Moulin and Liu [8] studied the complexity regularization idea
for general restoration problems, presenting a thorough theoret-
ical treatment together with a limited practical demonstration
of Poisson denoising based on a suitably designed compression
method. Indeed, a general method for complexity-regularized
restoration remained as an open question for a long while until
our recent preliminary publication [9], where we presented a
generic and practical approach flexible in both the degradation
model addressed and the compression technique utilized.

Our strategy for complexity-regularized signal restoration re-
lies on the alternating direction method of multipliers (ADMM)
approach [10], decomposing the difficult optimization problem
into a sequence of easier tasks including �2-regularized inverse
problems and standard rate-distortion optimizations (with re-
spect to a squared-error distortion metric). A main part of our
methodology is to replace the rate-distortion optimization with
standardized compression techniques enabling an indirect uti-
lization of signal models used for efficient compression designs.
Moreover, our method relates to various contemporary concepts
in signal and image processing. The recent frameworks of Plug-
and-Play Priors [11], [12] and Regularization-by-Denoising [13]
suggest leveraging a Gaussian denoiser for more complicated
restoration tasks, achieving impressive results (see, e.g., [11]–
[16]). Essentially, our approach is the compression-based coun-
terpart for denoising-based restoration concepts from [11]–[13].

Commonly, compression methods process the given signal
based on its decomposition into non-overlapping blocks, yield-
ing block-level rate-distortion optimizations based on block bit-
costs. The corresponding complexity measure sums the bit-costs
of all the non-overlapping blocks, however, note that this eval-
uation is shift sensitive. This fact motivates us to propose a
shift-invariant complexity regularizer by quantifying the bit-
costs of all the overlapping blocks of the signal estimate. This
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improved regularizer calls for our restoration procedure to use
averaging of decompressed signals obtained from compressions
of shifted signals. Our shift-invariant approach conforms with
the Expected Patch Log-Likelihood (EPLL) idea [17], where a
full-signal regularizer is formed based on a block-level prior in
a way leading to averaging MAP estimates of shifted signal ver-
sions. Our extended method also recalls the cycle spinning con-
cept, presented in [18] for wavelet-based denoising. Additional
resemblance is to the compression postprocessing techniques in
[19], [20] enhancing a given decompressed image by averaging
supplementary compression-decompression results of shifted
versions of the given image, thus, our method generalizes this
approach to any restoration problem with an appropriate con-
sideration of the degradation operator. Very recent works [21],
[22] suggested the use of compression techniques for compres-
sive sensing of signals and images, but our approach examines
other perspectives and settings referring to restoration problems
as will be explained below.

In this paper we extend our previous conference publica-
tion [9] with improved algorithms and new theoretical and
experimental results. In [9] we implemented our concepts in
procedures relying on the half quadratic splitting optimization
technique, in contrast, here we present improved algorithms de-
signed based on the ADMM approach. The new ADMM-based
methods introduce the following benefits (with respect to using
half quadratic splitting as in [9]): significant gains in the restora-
tion quality, reduction in the required amount of iterations, and
an easier parameter setting. In addition, in this paper we pro-
vide an extensive experimental section. While in [9] we exper-
imentally examined only the inpainting problem, in this paper
we present new results demonstrating the practical complexity-
regularized restoration approach for image deblurring. While
deblurring is a challenging restoration task, we present com-
pelling results obtained using the JPEG2000 method and the
image compression profile of the high efficiency video cod-
ing (HEVC) standard [23]. An objective comparison to other
deblurring techniques showed that the proposed HEVC-based
implementation provides good deblurring results. Moreover, we
also extend our evaluation given in [9] for image inpainting,
where here we use the JPEG2000 and HEVC compression stan-
dards in our ADMM-based approach to restore images from
a severe degradation of 80% missing pixels. Interestingly, our
compression-based image inpainting approach can be perceived
as the dual concept of inpainting-based compression of im-
ages and videos suggested in, e.g., [24]–[26] and discussed
also in [27].

Another prominent contribution of this paper is the new the-
oretical study of the problem of complexity-regularized restora-
tion, considering the estimation of a cyclo-stationary Gaussian
signal from a degradation procedure consisting of a linear shift-
invariant operator and additive white Gaussian noise. We grad-
ually establish few equivalent optimization forms, emphasizing
two main concepts for complexity-regularized restoration: the
degraded signal should go through a simple inverse filtering
procedure, and then should be compressed so that the decom-
pression components will have a varying quality distribution
determined by the degradation-filter energy-distribution. We ex-

plain how these ideas materialize in the practical approach we
propose, thus, establishing a theoretical reasoning for the feasi-
ble complexity-regularized restoration.

This paper is organized as follows. In Section II-C we
overview the settings of the complexity-regularized restoration
problem. In Section III we present the proposed practical meth-
ods for complexity-regularized restoration. In Section IV we
theoretically analyze particular problem settings where the sig-
nal is a cyclo-stationary Gaussian process. In Section V we pro-
vide experimental results for image deblurring and inpainting.
Section VI concludes this paper.

II. COMPLEXITY-REGULARIZED RESTORATION:
PROBLEM SETTINGS

A. Regularized Restoration of Signals

In this paper we address the task of restoring a signalx0 ∈ RN

from a degraded version, y ∈ RM , obeying the prevalent
deterioration model:

y = Hx0 + n (1)

where H is a M ×N matrix being a linear degradation operator
(e.g., blur, pixel omission, decimation) and n ∈ RM is a white
Gaussian noise vector having zero mean and variance σ2

n .
Maximum A-Posteriori (MAP) estimation is a widely-known

statistical approach forming the restored signal, x̂, via

x̂ = argmax
x

p (x|y) (2)

where p (x|y) is the posterior probability. For the above defined
degradation model (1), incorporating additive white Gaussian
noise, the MAP estimate reduces to the form of

x̂ = argmin
x

1
2σ2

n

‖Hx− y‖22 − log p (x) (3)

where p(x) is the prior probability that, here, evaluates the
probability of the candidate solution.

Another prevalent restoration approach, embodied in many
contemporary techniques, forms the estimate via the optimiza-
tion

x̂ = argmin
x
‖Hx− y‖22 + μs(x) (4)

where s(x) is a general regularization function returning a lower
value for a more likely candidate solution, and μ ≥ 0 is a pa-
rameter weighting the regularization effect. This strategy for
restoration based on arbitrary regularizers can be interpreted as
a generalization of the MAP approach in (3). Specifically, com-
paring the formulations (4) and (3) exhibits the regularization
function s(x) and the parameter μ as extensions of (− log p (x))
and the factor 2σ2

n , respectively.
Among the various regularization functions that can be as-

sociated with the general restoration approach in (4), we ex-
plore here the class of complexity regularizers measuring the
required number of bits for the compressed representation of
the candidate solution. The practical methods presented in this
section focus on utilizing existing (independent) compression
techniques, implicitly employing their underlying signal mod-
els for the restoration task.
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B. Operational Rate-Distortion Optimization

The practical complexity-regularized restoration methods in
this section are developed with respect to a compression tech-
nique obeying the following conceptual design. The signal is
segmented to equally-sized non-overlapping blocks (each is
consisted of Nb samples) that are independently compressed.
The block compression procedure is modeled as a general
variable-rate vector quantizer relying on the following map-
pings. The compression is done by the mapping Q : RNb →W
from the Nb -dimensional signal-block domain to a discrete set
W of binary compressed representations (that may have differ-
ent lengths). The decompression procedure is associated with
the mapping F :W → C, where C ⊂ RNb is a finite discrete
set (a codebook) of block reconstruction candidates. For exam-
ple, consider the block xblock ∈ RNb that its binary compressed
representation in W is given via b = Q (xblock ) and the cor-
responding reconstructed block in C is x̂block = F (b). Impor-
tantly, it is assumed that shorter codewords are coupled with
block reconstructions that are, in general, more likely.

The signal x is compressed based on its segmentation into a
set of blocks {xi}i∈B (where B denotes the index set of blocks
in the non-overlapping partitioning of the signal). In addition
we introduce the function r(z) that evaluates the bit-cost (i.e.,
the length of the binary codeword) for the block reconstruc-
tion z ∈ C. Then, the operational rate-distortion optimization
corresponding to the described architecture and a squared-error
distortion metric is

{x̃i}i∈B = argmin
{v i }i∈B∈C

∑

i∈B
‖xi − vi‖22 + λ

∑

i∈B
r(vi), (5)

where λ ≥ 0 is a Lagrange multiplier corresponding to some to-
tal compression bit-cost. Importantly, the independent represen-
tation of non-overlapping blocks allows solving (5) separately
for each block [28], [29].

Our mathematical developments require the following alge-
braic tools for block handling. The matrix Pi is defined to
provide the ith block from the complete signal via the standard
multiplication Pix = xi . Note that Pi can extract any block of
the signal, even one that is not in the non-overlapping grid B.
Accordingly, the matrix PT

i locates a block in the ith block-
position in a construction of a full-sized signal and, therefore,
lets to express the a complete signal as x =

∑
i∈BP

T
i xi .

Now we can use the block handling operator Pi for expressing
the block-based rate-distortion optimization in its corresponding
full-signal formulation:

x̃ = argmin
v∈CB

‖x− v‖22 + λrtot(v). (6)

where CB is the full-signal codebook, being the discrete set of
candidate reconstructions for the full signal, defined using the
block-level codebook C as

CB =

{
v
∣∣∣ v =

∑

i∈B
PT

i vi , {vi}i∈B ∈ C
}

. (7)

Moreover, the regularization function in (6) is the total
bit cost of the reconstructed signal defined for v ∈ CB as
rtot(v) �

∑
i∈Br(Piv).

C. Complexity-Regularized Restoration: Basic Optimization
Formulation

While the regularized-restoration optimization in (4) is over a
continuous domain, the operational rate-distortion optimization
in (6) is a discrete problem with solutions limited to the set
CB. Therefore, we extend the definition of the block bit-cost
evaluation function such that it is defined for any z ∈ RNb via

r̄(z) =

{
r (z) , z ∈ C
∞, z /∈ C , (8)

and the corresponding extension of the total bit-cost
r̄tot(x) �

∑
i∈B r̄(Pix) is defined for any x ∈ RN .

Now we define the complexity regularization function as

s(x) = r̄tot(x) (9)

and the corresponding restoration optimization is

x̂ = argmin
x
‖Hx− y‖22 + μr̄tot(x). (10)

Due to the definition of the extended bit-cost evaluation function,
r̄tot(x), the solution candidates of (10) are limited to the discrete
set CB as defined in (7).

Examining the complexity-regularized restoration in (10) for
the Gaussian denoising task, where H = I, shows that the op-
timization reduces to the regular rate-distortion optimization in
(6), namely, the compression of the noisy signal y. However, for
more complicated restoration problems, where H has an arbi-
trary structure, the optimization in (10) is not easy to solve and,
in particular, it does not correspond to standard compression de-
signs that are optimized for the regular squared-error distortion
metric.

III. PROPOSED METHODS

In this section we present three restoration methods leverag-
ing a given compression technique. The proposed algorithms
result from two different definitions for the complexity regular-
ization function. While the first approach regularizes the total
bit-cost of the non-overlapping blocks of the restored signal, the
other two refer to the total bit-cost of all the overlapping blocks
of the estimate.

A. Regularize Total Complexity of Non-Overlapping Blocks

Here we establish a practical method addressing the optimiza-
tion problem in (10) based on the alternating direction method
of multipliers (ADMM) approach [10] (for additional uses see,
e.g., [11], [12], [14], [16], [30]). The optimization (10) can be
expressed also as

x̂ = argmin
x
‖Hx− y‖22 + μ

∑

i∈B
r̄(Pix), (11)

where the degradation matrix H, having a general structure,
renders a block-based treatment infeasible.

Addressing this structural difficulty using the ADMM strat-
egy [10] begins with introducing the auxiliary variables {zi}i∈B,
where zi is coupled with the ith non-overlapping block.
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Specifically, we reformulate the problem (11) into
(
x̂, {ẑi}i∈B

)
= argmin

x,{zi }i∈B
‖Hx− y‖22 + μ

∑

i∈B
r̄(zi)

s.t. zi = Pix, for i ∈ B. (12)

Then, reformulating the constrained optimization (12) using the
augmented Lagrangian (in its scaled form) and the method of
multipliers (see [10, Ch. 2]) leads to the following iterative
procedure
(
x̂(t) ,

{
ẑ(t)

i

}

i∈B

)
= argmin

x,{zi }i∈B
‖Hx− y‖22 + μ

∑

i∈B
r̄(zi)

+
β

2

∑

i∈B

∥∥∥Pix− zi + u(t)
i

∥∥∥
2

2
(13)

u(t+1)
i = u(t)

i +
(
Pi x̂(t) − ẑ(t)

i

)
i ∈ B, (14)

where t is the iteration number, β is a parameter originating in
the augmented Lagrangian, and u(t)

i ∈ RNb is the scaled dual
variable corresponding to the ith block (where i ∈ B).

Each of the optimization variables in (13) participates only in
part of the terms of the cost function and, therefore, employing
one iteration of alternating minimization (see [10, Ch. 2]) leads
to the ADMM form of the problem, where the included opti-
mizations are relatively simple. Accordingly, the tth iteration of
the proposed iterative solution is

x̂(t) = argmin
x
‖Hx− y‖22 +

β

2

∑

i∈B

∥∥∥Pix− z̃(t)
i

∥∥∥
2

2
(15)

ẑ(t)
i = argmin

zi

β

2

∥∥∥x̃(t)
i − zi

∥∥∥
2

2
+ μr̄(zi), i ∈ B (16)

u(t+1)
i = u(t)

i +
(
Pix̂(t) − ẑ(t)

i

)
, i ∈ B, (17)

where z̃(t)
i � ẑ(t−1)

i − u(t)
i and x̃(t)

i � Pix̂(t) + u(t)
i for i ∈ B.

The analytic solution of the first stage optimization in (15) is

x̂(t) =
(
HT H +

β

2
I
)−1

(
HT y +

β

2

∑

i∈B
PT

i z̃(t)
i

)
(18)

rendering this stage as a weighted averaging of the deteriorated
signal with the block estimates obtained in the second stage of
the previous iteration. While the analytic solution (18) explains
the underlying meaning of the �2-constrained deconvolution
stage (15), it includes matrix inversion that, in general, may lead
to numerical instabilities. Accordingly, in the implementation of
the proposed method we suggest to address (15) via numerical
optimization techniques (for example, we used the biconjugate
gradients method).

The optimizations in the second stage of each iteration (16)
are rate-distortion optimizations corresponding to each of the
non-overlapping blocks of the signal estimate x̂(t) obtained in
the first stage. Accordingly, the set of block-level optimizations
in (16) can be interpreted as a single full-signal rate-distortion

optimization with respect to a Lagrange multiplier value of
λ = 2μ

β . We denote the compression-decompression procedure

Algorithm 1: Proposed Method Based on Total Complexity
of Non-Overlapping Blocks.

1: Inputs: y, β, θ.
2: Initialize ẑ(0) (depending on the deterioration type).
3: t = 1 and u(1) = 0
4: repeat
5: z̃(t) = ẑ(t−1) − u(t)

6: Solve the �2-constrained deconvolution:
x̂(t) = argmin

x
‖Hx− y‖22 + β

2

∥∥x− z̃(t)
∥∥2

2

7: x̃(t) = x̂(t) + u(t)

8: ẑ(t) = CompressDecompressθ

(
x̃(t)
)

9: u(t+1) = u(t) +
(
x̂(t) − ẑ(t)

)

10: t← t + 1
11: until stopping criterion is satisfied

that replaces (16) as

ẑ(t) = CompressDecompressλ

(
x̃(t)
)

, (19)

where x̃(t) �
∑

i∈BP
T
i x̃(t)

i is the signal to compress, assem-
bled from all the non-overlapping blocks, and ẑ(t) is the cor-
responding decompressed full signal. Moreover, by defining a
full-sized scaled dual variable u(t) �

∑
i∈BP

T
i u(t)

i we get that
x̃(t) = x̂(t) + u(t) . Then, using the definitions established here
we can translate the block-level computations (15)–(17) into the
full-signal formulations described in Algorithm 1.

We further suggest using a standardized compression method
as the compression-decompression operator (19). While many
compression methods do not follow the exact rate-distortion
optimizations we have in our mathematical development, we
still encourage utilizing such techniques as an approximation
for (16). Additionally, since many compression methods do
not rely on Lagrangian optimization, their operating parame-
ters may have different definitions such as quality parameters,
compression ratios, or output bit-rates. Accordingly, we present
the suggested algorithm with respect to a general compression-
decompression procedure with output bit-cost directly or in-
directly affected by a parameter denoted as θ. These general-
izations are also implemented in the proposed Algorithm 1. In
Section V we elaborate on particular settings of θ that were em-
pirically found appropriate for utilization of the HEVC and the
JPEG2000 standard. In cases where the compression method
significantly deviates from a Lagrangian optimization form, it
can be useful to appropriately update the compression parame-
ter in each iteration (this is the case for JPEG2000 as explained
in Section V).

Importantly, Algorithm 1 does not only restore the deterio-
rated input image, but also provides the signal estimate in a
compressed form by employing the output of the compression
stage of the last iteration.

B. Regularize Total Complexity of All Overlapping Blocks

Algorithm 1 emerged from complexity regularization mea-
suring the total bit-cost of the estimate based on its decom-
position into non-overlapping blocks (see Eq. (11)), resulting



DAR et al.: RESTORATION BY COMPRESSION 5837

in a restored signal available in a compressed form compatible
with the compression technique in use. Obviously, the above ap-
proach provides estimates limited to the discrete set of signals
supported by the compression architecture, thus, having a some-
what reduced restoration ability with respect to methods pro-
viding estimates from an unrestricted domain of solutions. This
observation motivates us to develop a complexity-regularized
restoration procedure that provides good estimates from the
continuous unrestricted domain of signals while still utilizing a
standardized compression technique as its main component.

As before, our developments refer to a general block-based
compression method relying on a codebook C as a discrete set
of block reconstruction candidates. We consider here the seg-
mentation of the signal-block space, RNb , given by the voronoi
cells corresponding to the compression reconstruction candi-
dates, namely, for each c ∈ C there is a region

Vc �
{
w ∈ RNb

∣∣∣ c = arg min
c̃∈C
‖w − c̃‖22

}
(20)

defining all the vectors in RNb that c is their nearest member of
C. We use the voronoi cells in (20) for defining an alternative
extension to the bit-cost evaluation of a signal block (i.e., the
new definition, r̄v (z), will replace r̄(z) given in (8) that was used
for the development of Algorithm 1). Specifically, we associate
a finite bit-cost to any z ∈ RNb based on the voronoi cell it
resides in, i.e.,

r̄v (z) = r(c) for z ∈ Vc (21)

where r(c) is the regular bit-cost evaluation defined in
Section II-B only for blocks in C.

The method proposed here emerges from a new complexity
regularization function that quantifies the total complexity of all
the overlapping blocks of the estimate. Using the extended bit-
cost measure r̄v (·), defined in (21), we introduce the full-signal
regularizer as

s∗(x) =
∑

i∈B∗
r̄v (Pix) (22)

where x ∈ RN , and B∗ is a set containing the indices of all
the overlapping blocks of the signal. The associated restoration
optimization is

x̂ = argmin
x
‖Hx− y‖22 + μ

∑

i∈B∗
r̄v (Pix). (23)

Importantly, in contrast to the previous subsection, the function
s∗(x) evaluates the complexity of any x ∈ RN with a finite
value and, thus, does not restrict the restoration to the discrete
set of codebook-based constructions, CB, defined in (7).

While the new regularizer in (23) is not separable into com-
plexity evaluation of non-overlapping blocks, the ADMM ap-
proach can accommodate it as well. This is explained next. We
define the auxiliary variables {zi}i∈B∗ , where each zi is coupled
with the ith overlapping block. Then, the optimization (23) is
expressed as

(
x̂, {ẑi}i∈B∗

)
= argmin

x,{zi }i∈B∗
‖Hx− y‖22 + μ

∑

i∈B∗
r̄v (zi)

s.t. zi = Pix for i ∈ B∗. (24)

As in Section III-A, employing the augmented Lagrangian (in its
scaled form) and the method of multipliers results in an iterative
solution provided by the following three steps in each iteration
(as before t denotes the iteration number):

x̂(t) = argmin
x
‖Hx− y‖22 +

β

2

∑

i∈B∗

∥∥∥Pix− z̃(t)
i

∥∥∥
2

2
(25)

ẑ(t)
i = argmin

zi

β

2

∥∥∥x̃(t)
i − zi

∥∥∥
2

2
+ μr̄v (zi), i ∈ B∗ (26)

u(t+1)
i = u(t)

i +
(
Pix̂(t) − ẑ(t)

i

)
, i ∈ B∗, (27)

where u(t)
i is the scaled dual variable for the ith block,

z̃(t)
i � ẑ(t−1)

i − u(t)
i and x̃(t)

i � Pi x̂(t) + u(t)
i for i ∈ B∗.

While the procedure above resembles the one from the former
subsection, the treatment of overlapping blocks has different in-
terpretations to the optimizations in (25) and (26). Indeed, note
that the block-level rate-distortion optimizations in (26) are not
discrete due to the extended bit-cost evaluation r̄v (·) defined
in (21). Due to the definition of r̄v (·), the rate-distortion opti-
mizations (26) can be considered as continuous relaxations of
the discrete optimizations done by the practical compression
technique. Since we intend using a given compression method
without explicit knowledge of its underlying codebook, we can-
not construct the voronoi cells defining r̄v (·) and, thus, it is
impractical to accurately solve (26). Consequently, we suggest
to approximate the optimizations (26) by the discrete forms of

ẑ(t)
i = argmin

zi

β

2

∥∥∥Pix̂(t) − zi

∥∥∥
2

2
+ μr̄(zi), i ∈ B∗ (28)

where r̄(·) is the discrete evaluation of the block bit-cost, de-
fined in (8), letting to identify the problems as operational rate-
distortion optimizations of the regular discrete form.

Each block-level rate-distortion optimization in (28) is asso-
ciated with one of the overlapping blocks of the signal. Accord-
ingly, we interpret this group of optimizations as multiple appli-
cations of a full-signal compression-decompression procedure,
each associates to a shifted version of the signal (correspond-
ing to different sets of non-overlapping blocks). Specifically,
for a signal x and a compression block-size of Nb samples,
there are Nb shifted grids of non-overlapping blocks. For math-
ematical convenience, we consider here cyclic shifts such that
the jth shift (j = 1, ..., Nb ) corresponds to a signal of N sam-
ples taken cyclically starting at the jth sample of x (in practice
other definitions of shifts may be used, e.g., see Section V
for a suggested treatment of two-dimensional signals). We de-
note the jth shifted signal as shiftj {x}. Moreover, we de-
note the index set of blocks included in the jth shifted sig-
nal as Bj (noting that B1 = B), hence, B∗ = ∪Nb

j=1Bj . There-

fore, the decompressed blocks {ẑ(t)
i }i∈B∗ can be decomposed

into Nb subsets, {ẑ(t)
i }i∈Bj for j = 1, ..., Nb , each contains

non-overlapping blocks corresponding to a different shifted
grid. Moreover, the jth set of blocks, {ẑ(t)

i }i∈Bj , is associ-

ated with the full signal ẑj,(t) �
∑

i∈Bj PT
i ẑ(t)

i . Then, the set
of full signals {ẑj,(t)}Nb

j=1 can be obtained by multiple full-
signal compression-decompression applications, namely, for
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j =1, ..., Nb : ẑj,(t)
shif ted = CompressDecompressλ(x̃

j,(t)
shif ted),

where the Lagrangian multiplier value is λ = 2μ
β and

x̃j,(t)
shif ted � shiftj

{
x̂(t) + uj,(t)

}
(29)

is the compression input formed as the jth shift of x̂(t) combined
with the full-sized dual variable defined via

uj,(t) �
∑

i∈Bj

PT
i u(t)

i (30)

assembled from the block-level dual variables corresponding to
the jth grid of non-overlapping blocks. Notice that inverse shifts
are required for obtaining the desired signals, i.e.,

ẑj,(t) = shift−1
j

{
ẑj,(t)

shif ted

}
(31)

where shift−1
j {·} is the inverse shift operator that (cyclically)

shifts back the given full-size signal by j samples.
The deconvolution stage (25) of the iterative process can be

rewritten as

x̂(t) = argmin
x
‖Hx− y‖22 +

β

2

Nb∑

j=1

∥∥∥x− z̃j,(t)
∥∥∥

2

2
(32)

where the regularization part (the second term) considers the
distance of the estimate from the Nb full signals defined via

z̃j,(t) � ẑj,(t) − uj,(t) (33)

for j = 1, ..., Nb , where ẑj,(t) and uj,(t) were defined above.
The analytic solution of the optimization (32) is

x̂(t) =
(
HT H +

β

2
Nb

)−1
⎛

⎝HT y +
β

2

Nb∑

j=1

z̃j,(t)

⎞

⎠ , (34)

showing that the first stage of each iteration is a weighted aver-
aging of the given deteriorated signal with all the decompressed
signals (and the dual variables) obtained in the former iteration.
It should be noted that the analytic solution (34) is developed
here for showing the essence of the �2-constrained deconvolu-
tion part of the method. Nevertheless, the possible numerical in-
stabilities due to the matrix inversion appearing in (34) motivate
the practical direct treatment of (25) via numerical optimization
techniques.

Algorithm 2 summarizes the practical restoration method for
a compression technique operated by the general parameter θ
for determining the bit-cost (see details in Section III-A).

The computational cost of Algorithm 2 stems from its reliance
on repeated applications of compressions, decompressions, and
�2-constrained deconvolution procedures. While the actual run-
time depends on the computational complexity of the utilized
compression technique, we can generally state that the total
run-time will be of at least the run-time of compression and de-
compression processes for a total number of applications equal
to the product of the number of iterations and the number of
shifts considered.

The ADMM is known for promoting distributed optimiza-
tion structures [10]. In Algorithm 2 the distributed nature of
the ADMM is expressed in the separate optimization of each
of the shifted block-grids (see stages 8–11). In particular, the

Algorithm 2: Proposed Method Based on Total Complexity
of All the Overlapping Blocks.

1: Inputs: y, β, θ.

2: Initialize
{
ẑj,(0)

}Nb

j=1 (depending on the deterioration
type).

3: t = 1 and uj,(1) = 0 for j = 1, ..., Nb .
4: repeat
5: z̃j,(t) = ẑj,(t−1) − uj,(t) for j = 1, ..., Nb

6: Solve the �2-constrained deconvolution:

x̂(t) = argmin
x
‖Hx− y‖22 + β

2

Nb∑
j=1

∥∥x− z̃j,(t)
∥∥2

2

7: for j = 1, ..., Nb do
8: x̃j,(t)

shif ted = shiftj
{
x̂(t) + uj,(t)

}

9: ẑj,(t)
shif ted = CompressDecompressθ

(
x̃j,(t)

shif ted

)

10: ẑj,(t) = shift−1
j

{
ẑj,(t)

shif ted

}

11: uj,(t+1) = uj,(t) +
(
x̂(t) − ẑj,(t)

)

12: end for
13: t← t + 1
14: until stopping criterion is satisfied

dual variables
{
uj,(t)

}Nb

j=1 , associated with the various grids
(see stages 5, 8, and 11 in Algorithm 2), are updated indepen-
dently in stage 11 such that each considers only its respective

ẑj,(t) . However, the dual variables
{
uj,(t)

}Nb

j=1 essentially refer
to the same data based on different block-grids. Accordingly,
we suggest to merge the independent dual variables to form a
single, more robust, dual variable defined as

u(t)
total =

1
Nb

Nb∑

j=1

uj,(t) (35)

where the averaging tends to reduce particular artifacts that may
appear due to specific block-grids. We utilize the averaged dual
variable (35) to extend Algorithm 2 into Algorithm 3. Notice
stages 5, 8, and 13 of Algorithm 3, where the averaged dual
variable is used instead of the independent ones.

In Section V we further discuss practical aspects of the pro-
posed Algorithms 1–3 and evaluate their performance for de-
blurring and inpainting of images.

IV. RATE-DISTORTION THEORETIC ANALYSIS FOR THE

GAUSSIAN CASE

In this section we theoretically study the complexity-
regularized restoration problem from the perspective of rate-
distortion theory. While our analysis is focused on the particular
settings of a cyclo-stationary Gaussian signal and deterioration
caused by a linear shift-invariant operator and additive white
Gaussian noise, the results clearly explain the main principles
of complexity-regularized restoration.

In general, theoretical studies of rate-distortion problems for
the Gaussian case provide to the signal processing practice op-
timistic beliefs about which design concepts perform well for
the real-world non-Gaussian instances of the problems (see the
excellent discussion in [31, Sec. 3]). Moreover, theoretical and
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Algorithm 3: Proposed Method Based on Total Complexity
of All the Overlapping Blocks with Robust Dual Variables.

1: Inputs: y, β, θ.

2: Initialize
{
ẑj,(0)

}Nb

j=1 (depending on the deterioration
type).

3: t = 1 and u(1)
total = 0.

4: repeat
5: z̃j,(t) = ẑj,(t−1) − u(t)

total for j = 1, ..., Nb

6: Solve the �2-constrained deconvolution:

x̂(t) = argmin
x
‖Hx− y‖22 + β

2

Nb∑
j=1

∥∥x− z̃j,(t)
∥∥2

2

7: for j = 1, ..., Nb do

8: x̃j,(t)
shif ted = shiftj

{
x̂(t) + u(t)

total

}

9: ẑj,(t)
shif ted = CompressDecompressθ

(
x̃j,(t)

shif ted

)

10: ẑj,(t) = shift−1
j

{
ẑj,(t)

shif ted

}

11: uj,(t+1) = uj,(t) +
(
x̂(t) − ẑj,(t)

)

12: end for

13: u(t+1)
total = 1

Nb

Nb∑
j=1

uj,(t+1)

14: t← t + 1
15: until stopping criterion is satisfied

practical solutions may embody in a different way the same
general concepts. Therefore, one should look for connections
between theory and practice in the form of high-level analogies.

The optimal solution presented in this section considers the
classical framework of rate-distortion theory and a particular,
however, important case of a Gaussian signal and a linear shift-
invariant degradation operator. Our rate-distortion analysis be-
low will show that the optimal complexity-regularized restora-
tion consists of the following two main ideas: pseudoinverse
filtering of the degraded input, and compression with respect to
a squared-error metric that is weighted based on the degradation-
filter squared-magnitude (considering a processing in the Dis-
crete Fourier Transform (DFT) domain). In SubSection IV-D we
explain how these two concepts connect to more general themes
having different realizations in the practical approach proposed
in Section III.

In this section, consider the signal x ∈ RN modeled as a zero-
mean cyclo-stationary Gaussian random vector with a circulant
autocorrelation matrix Rx , i.e., x ∼ N (0,Rx). The degrada-
tion model studied remains

y = Hx + n, (36)

where here H is a real-valued N ×N circulant matrix rep-
resenting a linear shift-invariant deteriorating operation and
n ∼ N (0, σ2

nI
)

is a length N vector of white Gaussian noise.
Clearly, the degraded observation y is also a zero-mean cyclo-
stationary Gaussian random vector with a circulant autocorre-
lation matrix Ry = HRxH∗ + σ2

nI.

A. Prevalent Restoration Strategies

We precede the analysis of the complexity-regularized
restoration with mentioning three well-known estimation meth-

ods. The restoration procedure is a function

x̂ = f (y), (37)

where f maps the degraded signal y to an estimate of x denoted
as x̂. In practice, one gets a realization of y denoted here as yr

and forms the corresponding estimate as x̂r = f (yr ).
1) Minimum Mean Squared Error (MMSE) Estimate: This

restoration minimizes the expected MSE of the estimate, i.e.,

fM M SE = argmin
f

E
{
‖x− f (y)‖22

}
, (38)

yielding that the corresponding estimate is the conditional ex-
pectation of x given y

x̂M M SE = fM M SE (y) = E {x|y} . (39)

Nicely, for the Gaussian case considered in this section, the
MMSE estimate (39) reduces to a linear operator, presented
below as the Wiener filter.

2) Wiener Filtering: The Wiener filter is also known as the
Linear Minimum Mean Squared Error (LMMSE) estimate, cor-
responding to a restoration function of the form

x̂ = fW iener (y) = Ay + b, (40)

optimized via
{
Â, b̂

}
= argmin

A ,b
E
{
‖x− (Ay + b)‖22

}
. (41)

In our case, where x and y are zero mean, b̂ = 0 and

Â = RxH∗
(
HRxH∗ + σ2

nI
)−1

. (42)

If the distributions are Gaussian, this linear operator coincides
with the optimal MMSE estimator.

3) Constrained Deconvolution Filtering: This approach
considers a given degraded signal yr = Hx0 + nr , with the
noise vector a realization of a random process while the sig-
nal x0 is considered as a deterministic vector, with perhaps
some known properties. Then, the restoration is carried out
by minimizing a carefully-designed penalty function, g, that
assumes lower values for x vectors that fit the prior knowl-
edge on x0 . Note that for a sufficiently large signal dimen-
sion we get that ‖yr −Hx0‖22 = ‖nr‖22 ≈ Nσ2

n . The last re-
sult motivates to constrain the estimate, x̂, to conform with the
known degradation model (36), by demanding the similarity
of yr −Hx̂ to the additive noise term via the equality rela-
tion ‖yr −Hx̂‖22 = Nσ2

n . The above idea is implemented in an
optimization of the form

min
x̂

g (x̂)

subject to ‖yr −Hx̂‖22 = Nσ2
n . (43)

Our practical methods presented in Section III emerge from
an instance of the constrained deconvolution optimization (43),
in its Lagrangian version, where the penalty function g is the
cost in bits measuring the complexity in describing the estimate
x̂. In the remainder of this section, we study the complexity-
regularized restoration problem from a statistical perspective.
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B. The Complexity-Regularized Restoration Problem and Its
Equivalent Forms

Based on rate-distortion theory (e.g., see [32]), we consider
the estimate of x as a random vector x̂ ∈ RN with the proba-
bility density function (PDF) px̂ (x̂). The estimate characteriza-
tion, px̂ (x̂), is determined by optimizing the conditional PDF
px̂|y (x̂|y), statistically representing the mapping between the
given data y and the decompression result x̂. Moreover, the rate
is measured as the mutual information between x̂ and y, defined
via

I (y; x̂) =
∫

py ,x̂ (y, x̂) log
py ,x̂ (y, x̂)

py (y) px̂ (x̂)
dydx̂. (44)

Then, the basic form of the complexity-regularized restoration
optimization is expressed as

Problem 1 (Basic Form):

min
p x̂ |y

I (y; x̂)

subject to E
{
‖y −Hx̂‖22

}
= Nσ2

n . (45)

Here the estimate rate is minimized while maintaining suitability
to the degradation model (36) using a distortion constraint set
to achieve an a-priori known total noise energy. In general,
Problem 1 is complicated to solve since the distortion constraint
considers x̂ through the degradation operator H, while the rate
is directly evaluated for x̂.

The shift invariant operator H is a circulant N ×N matrix,
thus, diagonalized by the N ×N Discrete Fourier Transform
(DFT) matrix F. The (k, l) component of the DFT matrix (k, l =
0, ..., N − 1) is Fk,l = Wkl

N where WN � 1√
N

e−i2π/N . Then,
the diagonalization of H is expressed as

FHF∗ = ΛH , (46)

where ΛH is a diagonal matrix formed by the components hF
k

for k = 0, ..., N − 1. Using ΛH we define the pseudoinverse of
H as

H+ = F∗Λ+
H F, (47)

where Λ+
H is the pseudoinverse of ΛH , an N ×N diagonal

matrix with the kth diagonal element:

hF,+
k =

{
1

hF
k

, for hF
k �= 0

0, for hF
k = 0.

(48)

We denote by NH the number of nonzero diagonal elements in
ΛH , the rank of H.

The first main result of our analysis states that Problem 1, be-
ing the straightforward formulation for complexity-regularized
restoration, is equivalent to the next problem.

Problem 2 (Pseudoinverse-filtered input):

min
p x̂ |ỹ

I (ỹ; x̂)

subject to E
{
‖H (ỹ − x̂)‖22

}
= NH σ2

n , (49)

where

ỹ = H+y (50)

is the pseudoinverse filtered version of the given degraded signal
y. One should note that Problem 2 has a more convenient form
than Problem 1 since the distortion is an expected weighted
squared error between the two random variables determining
the rate. The equivalence of Problems 1 and 2 is proved in
Appendix A (the appendices are provided in the supplementary
material).

In this section, x is a cyclo-stationary Gaussian signal, hence,
having a circulant autocorrelation matrix Rx . Consequently,
and also because H is circulant, the deteriorated signal y is
also a cyclo-stationary Gaussian signal. Moreover, H+ is also a
circulant matrix, thus, by (50) the pseudoinverse filtering result,
ỹ, is also cyclo-stationary and zero-mean Gaussian. Specifically,
the autocorrelation matrix of ỹ is

Rỹ = H+RyH+ ∗ (51)

= H+HRxH∗H+ ∗ + σ2
nH+H+ ∗, (52)

and, as a circulant matrix, it is diagonalized by the DFT matrix
yielding the eigenvalues

λ
(ỹ)
k =

{
λ

(x)
k + σ 2

n

|hF
k |2 , for hF

k �= 0

0, for hF
k = 0.

(53)

The DFT-domain representation of ỹ is

ỹF = Fỹ, (54)

consisted of the coefficients
{
ỹF

k

}N−1
k=0 , being independent zero-

mean Gaussian variables with variances corresponding to the
eigenvalues in (53).

Transforming Problem 2 to the DFT domain, where ỹ be-
comes a set of independent Gaussian variables to be coded
under a joint distortion constraint, simplifies the optimization
structure to the following separable form (see proof sketch in
Appendix B).

Problem 3 (Separable form in DFT domain):

min{
p

x̂ F
k
|ỹ F

k

}N −1

k = 0

N−1∑

k=0

I
(
ỹF

k ; x̂F
k

)

subject to
N−1∑

k=0

∣∣hF
k

∣∣2E
{∣∣ỹF

k − x̂F
k

∣∣2
}

= NH σ2
n , (55)

where
{
x̂F

k

}N−1
k=0 are the elements of x̂F = Fx̂. Nicely, the

separable distortion in Problem 3 considers each variable using
a squared error that is weighted by the squared magnitude of the
corresponding degradation-filter coefficient.

The rate-distortion function of a single Gaussian variable with
variance σ2 has the known formulation [32]:

R (D) =
[
1
2

log
(

σ2

D

)]

+
(56)

evaluating the minimal rate for a squared-error allowed reach-
ing up to D ≥ 0. In addition, the operator [·]+ is defined for
real scalars as [α]+ � max {α, 0}, hence, R (D) = 0 for D ≥
σ2 . Accordingly, the rate-distortion function of the Gaussian
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Fig. 1. The autocorrelation of the cyclo-stationary Gaussian signal used in the
demonstration. (a) The circulant autocorrelation matrix in the signal domain,
and (b) the corresponding eigenvalues obtained using the DFT decomposition.

variable ỹF
k is

Rk (Dk ) =

[
1
2

log

(
λ

(ỹ)
k

Dk

)]

+

(57)

where Dk denotes the maximal squared-error allowed for this
component. Now, similar to the famous case of jointly coding
independent Gaussian variables with respect to a regular (non-
weighted) squared-error distortion [32], we explicitly express
Problem 3 as the following distortion-allocation optimization.

Problem 4 (Explicit distortion allocation):

min
D0 ,...,DN −1

N−1∑

k=0

[
1
2

log

(
λ

(ỹ)
k

Dk

)]

+

subject to
N−1∑

k=0

∣∣hF
k

∣∣2 Dk = NH σ2
n

Dk ≥ 0, k = 0, ..., N − 1. (58)

The optimal distortion-allocation satisfying the last optimiza-
tion is

Dopt
k =

{
σ 2

n

|hF
k |2 , for hF

k �= 0

0, for hF
k = 0

(59)

and the associated optimal rates are

Ropt
k =

⎧
⎨

⎩
1
2 log

(∣∣hF
k

∣∣2 λ
(x )
k

σ 2
n

+ 1
)

, for hF
k �= 0

0, for hF
k = 0.

(60)

Results (59) and (60) are proved in Appendix C.

C. Demonstration of the Explicit Results

Let us exemplify the optimal rate-distortion results (59)–(60)
for a cyclo-stationary Gaussian signal, x, having the circulant
autocorrelation matrix presented in Fig. 1(a), corresponding to
the eigenvalues {λ(x)

k }N−1
k=0 (Fig. 1(b)) obtained by a DFT-based

decomposition. We first examine the denoising problem, where
the signal-domain degradation matrix isH = I (Fig. 2(a)) and its
respective DFT-domain spectral representation consists of hF

k =
1 for any k (see Fig. 2(b)). The additive white Gaussian noise
has a sample variance of σ2

n = 5. Fig. 2(c) exhibits the optimal
distortion allocation using a reverse-waterfilling diagram, where
the signal-energy distribution {λ(x)

k }N−1
k=0 (black solid line) and

the additive noise energy (the light-red region) defining together

the noisy-signal energy level (purple solid line) corresponding
to λ

(ỹ)
k = λ

(x)
k + σ2

n . The blue dashed line in Fig. 2(c) shows
the water level associated with the uniform distortion alloca-
tion. The optimal rate-allocation, corresponding to Fig. 2(c) and
Eq. (60), is presented in Fig. 2(d) showing that more bits are
spent on components with higher signal-to-noise ratios.

Another example considers the same Gaussian signal de-
scribed in Fig. 1 and the noise level of σ2

n = 5, but here the
degradation operator is the circulant matrix shown in Fig. 3(a)
having a DFT-domain representation given in magnitude-levels
in Fig. 3(b) exhibiting its frequency attenuation and amplifi-
cation effects. The waterfilling diagram in Fig. 3(c) includes
the same level of signal energy (black solid line) as in the
denoising experiment, but the effective additive noise levels
and the allocated distortions are clearly modulated in an in-
versely proportional manner by the squared magnitude of the
degradation operator. For instance, frequencies corresponding
to degradation-filter magnitudes lower than 1 lead to increase
in the effective noise-energy addition and in the allocated dis-
tortion. The optimal rate allocation (Fig. 3(d)) is affected by
the signal-to-noise ratio and by the squared-magnitude of the
degradation filter (see also Eq. (60)), e.g., components that are
attenuated by the degradation operator get less bits in the rate
allocation.

D. Conceptual Relation to the Proposed Approach

As explained at the beginning of this section, theoretical and
practical solutions may include different implementations of
the same general ideas. Accordingly, connections between the-
ory and practice should be established by pointing on high-
level analogies. Our rate-distortion analysis (for a Gaussian
signal and a LSI degradation operator) showed that the opti-
mal complexity-regularized restoration relies on two prominent
ideas: pseudoinverse filtering of the degraded input, and com-
pression with respect to a squared-error metric that is weighted
based on the degradation-filter squared-magnitude (consider-
ing the DFT-domain procedure). We will now turn to explain
how these two concepts connect to more general themes hav-
ing different realizations in the practical approach proposed
in Section III.1

• Design Concept #1. Apply simple restoration filtering: The
general idea of using an elementary restoration filter is imple-
mented in the Gaussian case as pseudoinverse filtering. Cor-
respondingly, our practical approach relies on a simple filter-
ing mechanism, extending the pseudoinverse filter as explained
next. Stage 6 of Algorithm 1 is an �2-constrained deconvolu-
tion filtering that its analytic solution can be rewritten, using the
relation H∗ (I−HH∗) = 0, as (see proof in Appendix D)

x̂(t) =
(
H∗H +

β

2
I
)−1 (

H∗Hỹ +
β

2
z̃(t)
)

. (61)

As before, ỹ = H+y, i.e., the pseudoinverse-filtered version of
y. The expression (61) can be interpreted as an initial pseu-
doinverse filtering of the degraded input, followed by a simple

1Since the differences between Algorithm 1 and Algorithms 2 and 3 are for
a shift-invariance purpose, an issue that we do not concern in this section, we
compare our theoretic results only to Algorithm 1.
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Fig. 2. Demonstrating the theoretic results for a denoising problem with a noise level of σ2
n = 5. (a) The degenerated degradation operator in the signal domain

H = I. (b) DFT-domain magnitude of the degradation filter. (c) Optimal waterfilling solution in DFT domain. (d) Optimal rate allocation in DFT domain.

Fig. 3. Demonstrating the theoretic results for a restoration problem with a noise level of σ2
n = 5. (a) The degradation operator in the signal domain H. (b)

DFT-domain magnitude of the degradation filter. (c) Optimal waterfilling solution in DFT domain. (d) Optimal rate allocation in DFT domain.

weighted averaging with z̃(t) (that includes the decompressed
signal obtained in the last iteration). Evidently, the filtering in
(61) is determined by the β value, specifically, for β = 0 the
estimate coincides with the pseudoinverse filtering solution and
for a larger β it is closer to z̃(t) .
• Design Concept #2: Compress by promoting higher qual-

ity for signal-components matching to higher h-operator mag-
nitudes: This principle is realized in the theoretic Gaus-
sian case as weights attached to the squared-errors of DFT-
domain components (see Problems 3 and 4). Since the weights,
(
∣∣hF

0

∣∣2 , ...,
∣∣hF

N−1

∣∣2), are the squared magnitudes of the corre-
sponding degradation-filter coefficients, in the compression of
the pseudoinverse-filtered input the distortion is spread unevenly
being larger where the degradation filter-magnitude is lower.
Remarkably, this concept is implemented differently in the pro-
posed procedure (Algorithm 1) where regular compression tech-
niques, optimized for the squared-error distortion measure, are
applied on the filtering result of the preceding stage. We will
consider the essence of the effective compression corresponding
to these two stages together. Let us revisit (61), expressing stage
6 of Algorithm 1. Assuming H is a circulant matrix, we can
transform (61) into its Fourier domain representation

x̂F,(t) =
(
Λ∗H ΛH +

β

2
I
)−1 (

Λ∗H ΛH ỹF +
β

2
z̃F,(t)

)
(62)

where x̂F,(t) and z̃F,(t) are the Fourier representations of x̂(t)

and z̃(t) , respectively. Furthermore, (62) reduces to the compo-
nentwise formulation

x̂
F,(t)
k =

∣∣hF
k

∣∣2 ỹF
k + β

2 z̃
F,(t)
k∣∣hF

k

∣∣2 + β
2

(63)

where x̂
F,(t)
k and z̃

F,(t)
k are the kth Fourier coefficients of

x̂F,(t) and z̃F,(t) , respectively. Equation (63) shows that signal

elements (of the pseudoinverse-filtered input) corresponding to
degradation-filter components of weaker energies will be re-
tracted more closely to the respective components of z̃

F,(t)
k

–thus, will be farther from ỹF
k , yielding that the correspond-

ing components in the standard compression applied in the next
stage of this iteration will be of a relatively lower quality with
respect their matching components of ỹF

k (as they were already
retracted relatively far from them in the preceding deconvolution
stage).

To conclude this section, we showed that the main architec-
tural ideas expressed in theory (for the Gaussian case) appear
also in our practical procedure. The iterative nature of our meth-
ods (Algorithms 1–3) as well as the desired shift-invariance
property provided by Algorithms 2–3 are outcomes of treating
real-world scenarios such as non-Gaussian signals, general lin-
ear degradation operators, and computational limitations leading
to block-based treatments–these all relate to practical aspects,
hence, do not affect the fundamental treatment given in this
section.

V. EXPERIMENTAL RESULTS

In this section we present experimental results for image
restoration. Our main study cases include deblurring and in-
painting using the image-compression profile of the HEVC
standard (in its BPG implementation [33]). We also provide
evaluation of our method in conjunction with the JPEG2000
technique for the task of image deblurring.

We empirically found it sufficient to consider only a part
of all the shifts, i.e., a portion of B∗. When using HEVC, the
limited amount of shifts is compensated by the compression
architecture that employs inter-block spatial predictions, thus,
improves upon methods relying on independent block treat-
ment. The shifts are defined by the rectangular images having
their upper-left corner pixel relatively close to the upper-left
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Fig. 4. Empirical analysis for deblurring the Cameraman image using
Algorithm 1 (i.e., without overlapping blocks and shifted grids). The parameter
settings here are: μ = (6.67 × 10−6 ) and β = 0.01.

Fig. 5. Empirical analysis for deblurring the Cameraman image using
Algorithm 2 considering 9 shifted block grids. The parameter settings here

are: μ = (6 .67×10−6 )
number of shifts and β = 0.01.

corner of the full image, and their bottom-right corner pixel
coincides with that of the full image. This extends the math-
ematical developments in Section III as practical compression
handles arbitrarily sized rectangular images.

Many image regularizers have a visual interpretation, for ex-
ample, the classical image-smoothness evaluation. In our frame-
work, the regularization part in (10) measures the complexity in
terms of the compression bit-cost with respect to a specific com-
pression architecture, designed based on some image model.
Our complexity regularization also has a general visual mean-
ing since, commonly, low bit-cost compressed images tend to
be overly smooth or piecewise-smooth.

A. Image Deblurring

Here we consider two deterioration settings taken from [34].
The first setting, denoted here also as ‘Set. 1’, considers a
noise variance σ2

n = 2 coupled with a blur operator defined by
the two-dimensional point-spread-function (PSF) h(x1 , x2) =
1/(1 + x2

1 + x2
2) for x1 , x2 = −7, ..., 7, and zero-valued other-

wise. The second setting, denoted here also as ‘Set. 2’ (named in
[34] as ‘Scenario 3’), considers a noise variance σ2

n ≈ 0.3 joint
with a blur operator defined by the two-dimensional uniform
blur PSF of size 9× 9.

We precede the deblurring experiments with empirical eval-
uations of four important aspects of the proposed method.

1) Iterative Reduction of the Fundamental Restoration Cost:
In Section III we established the basic optimization problems for
restoration by regularizing the bit-costs of the non-overlapping
and the overlapping blocks of the estimate (see (11) and (23),
respectively). As explained above, these two fundamental op-
timization tasks cannot be directly addressed and, therefore,
we developed the ADMM-based Algorithms 1–3, that itera-
tively employ simpler optimization problems. Figs. 4(a) and 5(a)
demonstrate that, for appropriate parameter settings, the funda-
mental optimization cost reduces in each iteration. The provided
figures also show the fidelity term, ‖Hx− y‖22 , and the regu-
larizing bit-cost (multiplied by μ) of each iteration.

Fig. 6. Empirical analysis for deblurring the Cameraman image using
Algorithm 2 with JPEG2000 considering 9 shifted block grids. The compression
parameter is the compression ratio given to the JPEG2000 compression. The

parameter settings here are: 9 shifts, μ = (1 .33×10−4 )
number of shifts , β = 25 × 10−4 .

TABLE I
PARAMETER SETTINGS USED FOR THE DEBLURRING AND INPAINTING RESULTS

IN TABLES II AND III

2) Iterative Improvement of the Restored Image: The funda-
mental optimization costs in (11) and (23) include the fidelity
term ‖Hx− y‖22 that considers the candidate estimate x and
the given degraded signal y. However, the ultimate goal of the
restoration process is to produce an estimate x that will be close
to the original (unknown!) signal x0 . It is common to evaluate
proposed methods in experiment settings where x0 is known
and used only for the evaluation of the squared error ‖x− x0‖22
or its corresponding PSNR. Accordingly, it is a desired property
that our iterative methods will provide increment in the PSNR
along the iterations and, indeed, Figs. 4(b) and 5(b) show that
this is achievable for appropriate parameter settings (the use
of improper parameters may lead to unwanted decrease of the
PSNR starting at some unknown iteration that, however, can be
detected in many cases by heuristic divergence rules based on
the dual variables used in the ADMM process). Interestingly,
for some parameter settings, the PSNR may increase with the
iterations, whereas the fundamental restoration cost will not nec-
essarily consistently decrease. The last behavior may result from
the fact the our optimization problem (with respect to a stan-
dard compression technique) is discrete, non-linear, and usually
not convex and, therefore, the convergence guarantees of the
ADMM [10] do not hold here for the fundamental restoration
cost.

3) The Optimal Compression Parameter: Another question
of practical importance is the value of the parameter θ, de-
termining the compression level of the standard technique uti-
lized in the proposed Algorithms 1–3. Recall that the ADMM-
based developments in Section III led to an iterative procedure
including a stage of Lagrangian rate-distortion optimization
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TABLE II
DEBLURRING: PSNR COMPARISON (THE THREE BEST RESULTS IN EACH COLUMN APPEAR IN BOLD TEXT)

Fig. 7. The deblurring experiment (settings #2) for the Cameraman image (256 × 256). (a) The underlying image. (b) Degraded image (20.76 dB). (c) Restored
image using Algorithm 3 with JPEG2000 compression (28.10 dB). (d) Restored image using Algorithm 3 with HEVC compression (30.14 dB).

operated for a Lagrange multiplier λ � 2μ
β and, then, we

replaced this optimization with application of a standard
compression-decompression technique operated based on a pa-
rameter θ. It is clear that θ is a function of λ. In the particular case
where the standard compression has the Lagrangian form from
our developments, then θ = λ, however, this is not the general
case. For an arbitrary compression technique, we assume that
its parameter θ has K possible values θ1 , ..., θK (for example,
the HEVC standard supports 52 values for its quantization pa-
rameter), then, for a given λ � 2μ

β the required θ value in stage
8 of Algorithm 1 can be determined via

θ
(t)
λ,opt = argmin

θ∈{θ1 ,...,θK }

∥∥∥x̃(t) − ẑ(t)
θ

∥∥∥
2

2
+ λrtot,θ . (64)

where ẑ(t)
θ = CompressDecompressθ

(
x̃(t)
)

is the decom-
pressed signal and rtot,θ is the associated compression bit-cost.
We present here experiments (see Figs. 4 and 5) for Algorithm 1

and 2 that in each iteration optimize the θ value corresponding to
λ � 2μ

β based on procedures similar to (64). Nicely, it is shown
in Figs. 4(c) and 5(c) that, for the HEVC compression used here,
the best θ values along the iterations are nearly the same (for
a specific restoration task). This important property may be a
result of the fact that HEVC extensively relies on Lagrangian
rate-distortion optimizations (although in much more complex
forms than those presented in Section III). Accordingly, in order
to reduce the computational load, in the experiments shown be-
low we will use a constant compression parameter given as an
input to our methods. Interestingly, when examining the optimal
compression parameters (compression ratios in this case) for the
JPEG2000 method that applies wavelet-based transform coding,
there is a decrease in the optimal compression ratio along the
iterations (see Fig. 6(a)). Accordingly, in order to reduce the
computational load in the experiments below, we employed a
predefined rule for reducing the JPEG2000 compression ratio
along the iterations. Importantly, when we use the sub-optimal
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Fig. 8. The deblurring experiment (settings #2) for the Barbara image (512 × 512). (a) The underlying image. (b) Degraded image (22.49 dB). (c) Restored
image using Algorithm 3 with JPEG2000 compression (25.18 dB). (d) Restored image using Algorithm 3 with HEVC compression (27.72 dB).

Fig. 9. The inpainting experiment (80% missing pixels) for the Barbara image (512 × 512). (a) The original image. (b) Deteriorated image. (c) Restored image
using Algorithm 3 with JPEG2000 compression (24.83 dB). (d) Restored image using Algorithm 3 with HEVC compression (28.80 dB).

predefined rules for setting the compression parameter θ values
(see Table I for the settings used in our evaluation comparisons
in Table II) we do not longer need to set a value for μ (since, in
these cases, μ is practically unused).

4) Restoration Improvement for Increased Number of Image
Shifts: In our experiments we noticed that the restoration qual-
ity improves as more shifts are used, however, at some point the
added gain due to the added shifts becomes marginal. As an ex-
ample to the benefits due to shifts see Figs. 4(b) and 5(b), where
the PSNR obtained for deblurring the Cameraman image using
Algorithm 2 and 9 shifts is about 2dB higher than the PSNR
obtained using Algorithm 1 (i.e., without additional shifts).

In our main evaluation, we examined the proposed
Algorithms 2 and 3 for image deblurring in conjunction with the
JPEG2000 and HEVC compression techniques (see the param-
eter settings in Table I). Table II shows a comparison between
various deblurring methods tested in the above two settings for
four grayscale images.2 In 7 out of the 8 cases, the proposed
Algorithms 2 or 3 utilizing the HEVC standard provided one
of the best three results. Visual results are presented in Figs. 7
and 8.

2The results in Table II for the methods from [34]–[39] were taken as is from
[34].

B. Image Inpainting

We presented in [9] experimental results for the inpainting
problem, in its noisy and noiseless settings. Here we focus on
the noiseless inpainting problem, where only pixel erasure oc-
curs without an additive noise. The degradation is represented
by a diagonal matrix H of N ×N size with main diagonal
values of zeros and ones, indicating positions of missing and
available pixels, respectively. Then, the product Hx equals to
an N -length vector where its kth sample is determined by H:
if H[k, k] = 0 then it is zero, and for H[k, k] = 1 it equals to
the corresponding sample of x. The structure of the pixel era-
sure operator let us to simplify the optimization in step 6 of
Algorithm 2. We note that H is a square diagonal matrix and,
therefore, HT = H and HT y is equivalent to a vector y with
zeroed components according to H’s structure. Additional use-
ful relation is HT H = H. Consequently, step 6 of Algorithm 2
facilitates a componentwise computation that is interpreted to
form the kth sample of x̂(t) as

x̂(t) [k] =

⎧
⎨

⎩

y [k ]+ β
2

∑N b
j = 1 z̃j , ( t ) [k ]

1+ β
2 Nb

for H[k, k] = 1

1
Nb

∑Nb

j=1 z̃
j,(t) [k] for H[k, k] = 0

(65)

We initialize the shifted images
{
ẑj,(0)

}Nb

j=1 as the given image
with the missing pixels set as the corresponding local averages
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Fig. 10. The inpainting experiment (80% missing pixels) for the House image (256 × 256). (a) The original image. (b) Deteriorated image. (c) Restored image
using Algorithm 3 with JPEG2000 compression (30.50 dB). (d) Restored image using Algorithm 3 with HEVC compression (33.10 dB).

TABLE III
IMAGE INPAINTING FROM 80% MISSING PIXELS: PSNR RESULTS

of the available pixels in the respective 7× 7 neighborhoods.
When the iterative processing ends, we use the fact that the
available pixels are noiseless and set them in the reconstructed
image. The rest of the procedure remains as before.

We present here implementations of Algorithms 2 and 3 utiliz-
ing the JPEG2000 and HEVC image compression (the parameter
settings are described in Table I). We consider the experimental
settings from [40], where 80% of the pixels are missing (see
Fig. 9(b) and 10(b)). Five competing inpainting methods are
considered: cubic interpolation of missing pixels via Delaunay
triangulation (using Matlab’s ’griddata’ function); inpainting us-
ing sparse representations of patches of 16× 16 pixels based on
an overcomplete DCT (ODCT) dictionary (see method descrip-
tion in [41, Ch. 15]); using patch-group transformation [42];
based on patch clustering [43]; and via patch reordering [40].
The PSNR values of images restored using the above meth-
ods (taken from [40]) are provided in Table III together with
our results. For two images our HEVC-based implementation
of Algorithm 3 provides the highest PSNR values. Visually,
Figs. 9(d) and 10(d) exhibit the effectiveness of our method in
repairing the vast amount of absent pixels.

VI. CONCLUSION

In this paper we explored the topic of complexity-regularized
restoration, where the likelihood of candidate estimates are de-
termined by their compression bit-costs. Using the alternating
direction method of multipliers (ADMM) approach we devel-
oped three practical methods for restoration using standard com-
pression techniques. Two of the proposed methods rely on a

new shift-invariant complexity regularizer, evaluating the total
bit-cost of the signal shifted versions. We explained the main
ideas of our approach using an insightful theoretical analysis of
complexity-regularized restoration of a cyclo-stationary Gaus-
sian signal from deterioration of a linear shift-invariant operator
and additive white Gaussian noise. Experiments for deblurring
and inpainting of images using the JPEG2000 and HEVC tech-
nique showed good results.
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[24] I. Galić, J. Weickert, M. Welk, A. Bruhn, A. Belyaev, and H.-P. Sei-
del, “Image compression with anisotropic diffusion,” J. Math. Imag. Vis.,
vol. 31, no. 2, pp. 255–269, 2008.

[25] C. Schmaltz, J. Weickert, and A. Bruhn, “Beating the quality of JPEG 2000
with anisotropic diffusion,” in Proc. DAGM Symp., 2009, pp. 452–461.

[26] S. Andris, P. Peter, and J. Weickert, “A proof-of-concept framework for
PDE-based video compression,” in Proc. Picture Coding Symp., 2016,
pp. 1–5.

[27] R. D. Adam, P. Peter, and J. Weickert, “Denoising by inpainting,” in Proc.
Int. Conf. Scale Space Variational Methods Comput. Vis., 2017, pp. 121–
132.

[28] Y. Shoham and A. Gersho, “Efficient bit allocation for an arbitrary set of
quantizers,” IEEE Trans. Acoust., Speech, Signal Process., vol. 36, no. 9,
pp. 1445–1453, Sep. 1988.

[29] A. Ortega and K. Ramchandran, “Rate-distortion methods for image and
video compression,” IEEE Signal Process. Mag., vol. 15, no. 6, pp. 23–50,
Nov. 1998.

[30] M. V. Afonso, J. M. Bioucas-Dias, and M. A. Figueiredo, “Fast image re-
covery using variable splitting and constrained optimization,” IEEE Trans.
Image Process., vol. 19, no. 9, pp. 2345–2356, Sep. 2010.

[31] D. L. Donoho, M. Vetterli, R. A. DeVore, and I. Daubechies, “Data com-
pression and harmonic analysis,” IEEE Trans. Inf. Theory, vol. 44, no. 6,
pp. 2435–2476, Oct. 1998.

[32] T. M. Cover and J. A. Thomas, Elements of Information Theory. Hoboken,
NJ, USA: Wiley, 2012.

[33] F. Bellard, “BPG 0.9.6.” [Online]. Available: http://bellard.org/bpg/.
Accessed on: Oct. 15, 2017.

[34] A. Danielyan, V. Katkovnik, and K. Egiazarian, “BM3D frames and vari-
ational image deblurring,” IEEE Trans. Image Process., vol. 21, no. 4,
pp. 1715–1728, Apr. 2012.

[35] R. Neelamani, H. Choi, and R. Baraniuk, “ForWaRD: Fourier-wavelet reg-
ularized deconvolution for ill-conditioned systems,” IEEE Trans. Signal
Process., vol. 52, no. 2, pp. 418–433, Feb. 2004.

[36] J. A. Guerrero-Colón, L. Mancera, and J. Portilla, “Image restoration using
space-variant Gaussian scale mixtures in overcomplete pyramids,” IEEE
Trans. Image Process., vol. 17, no. 1, pp. 27–41, Jan. 2008.

[37] K. Dabov, A. Foi, V. Katkovnik, and K. O. Egiazarian, “Image restora-
tion by sparse 3D transform-domain collaborative filtering,” Proc. SPIE,
vol. 6812, 2008, Art. no. 681207.

[38] J. P. Oliveira, J. M. Bioucas-Dias, and M. A. Figueiredo, “Adaptive to-
tal variation image deblurring: A majorization–minimization approach,”
Signal Process., vol. 89, no. 9, pp. 1683–1693, 2009.

[39] G. Chantas, N. P. Galatsanos, R. Molina, and A. K. Katsaggelos, “Vari-
ational Bayesian image restoration with a product of spatially weighted
total variation image priors,” IEEE Trans. Image Process., vol. 19, no. 2,
pp. 351–362, Feb. 2010.

[40] I. Ram, M. Elad, and I. Cohen, “Image processing using smooth ordering
of its patches,” IEEE Trans. Image Process., vol. 22, no. 7, pp. 2764–2774,
Jul. 2013.

[41] M. Elad, Sparse and Redundant Representations: From Theory to Appli-
cations in Signal and Image Processing. New York, NY, USA: Springer,
2010.

[42] X. Li, “Patch-based image interpolation: Algorithms and applications,”
in Proc. Int. Workshop Local Non-Local Approx. Image Process., 2008,
pp. 1–6.

[43] G. Yu, G. Sapiro, and S. Mallat, “Solving inverse problems with piecewise
linear estimators: From Gaussian mixture models to structured sparsity,”
IEEE Trans. Image Process., vol. 21, no. 5, pp. 2481–2499, May 2012.

Yehuda Dar received the B.Sc. degree in computer
engineering and M.Sc. degree in electrical engi-
neering, in 2008 and 2014, respectively, from the
Technion–Israel Institute of Technology, Haifa, Is-
rael, where he is currently working toward the Ph.D.
degree with the Computer Science Department. He
received the 2017 Jacobs Fellowship for excellence.
His research interests include signal and image/video
processing and their information-theoretic aspects, in
particular, in signal compression and restoration.

Michael Elad (F’12) received the B.Sc., M.Sc., and
D.Sc. degrees from the Department of Electrical En-
gineering, Technion–Israel Institute of Technology,
Haifa, Israel, in 1986, 1988, and 1997, respectively.
Since 2003, he has been a faculty member with the
Computer Science Department, Technion–Israel In-
stitute of Technology, and since 2010 he holds a full
professorship position. His research interests include
signal and image processing, specializing in inverse
problems, and sparse representations. He was the re-
cipient of numerous teaching awards, the 2008 and

2015 Henri Taub Prizes for Academic Excellence, and the 2010 Hershel-Rich
Prize for innovation. He is a SIAM Fellow (2018). He has been the Editor-in-
Chief for SIAM Journal on Imaging Sciences since January 2016.

Alfred M. Bruckstein received the B.Sc. and M.Sc.
degrees from the Technion–Israel Institute of Tech-
nology, Haifa, Israel, in 1976 and 1980, respectively,
and the Ph.D. degree in electrical engineering from
Stanford University, Stanford, CA, USA, in 1984.
Since October 1984, he has been with the Technion–
Israel Institute of Technology, where he holds of the
Ollendorff Chair in Science. His research interests
include swarm/ant robotics, image and signal pro-
cessing, analysis and synthesis, pattern recognition,
and various aspects of applied geometry. He authored

and coauthored more than 150 journal papers in these fields. He is a SIAM Fel-
low for contributions to signal processing, image analysis, and ant robotics, and
was the recipient of 2014 SIAG/Imaging Science Prize (for the From Sparse
Solutions of Systems of Equations to Sparse Modeling of Signals and Images
with D. Donoho and M. Elad).



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


