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A Proposed Theory for Ded@arning (DL)

Explanation:
o-Encoder

0 DL has been extremely successful in P‘utetwof\‘

solving a variety of learning problems .

represaﬂ‘a“ons

o DL is an empirical field, with numerous .-, mode\e
tricks and knowhow, but almost no tfag‘gt?ﬂ X
theoretical foundations R‘e‘;‘_}’fxde

o A theory for DL has become the DueerDs
holy-grail of current research in ge“e‘\‘j‘g‘éﬁmng\‘s—af\%ﬂon

Transie ectures

MachinelLearning and related fields Batch-
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Who Needs Theory ?
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We All Do !l NIPS2017 g ~ 4% "E learning has
Testof-Time, " become
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o X O2dzZ R oNRy3 0KS | YanLeCununderstanding is a good A
to this field, breaking existing barriers "” GKAYy 3 X 0 dzi
and opening new opportunities -\ inventing methods. In the

< - A history of science and
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existing DL solutions, and point to key = preceded theoretical understanding:

features that control their performance = A Lens & telescope Optics

< . . . oA . A Steam engine Thermodynamics
o X 0Z2dzt R NBY20S UKS A Ajrplane- Aerodynamics ‘

2F dza UKIG 5[ A& | A Radio&Comm Info. Theory J
it into a solid scientific discipline A Computer- Computer Science
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A Theory for DL ?

Raja Giryes (TAlLBtudied the architecture of DNN in the context
of their ability to give distancereserving embedding of signals

Gitta Kutyniok (TU) & Helm&olcske(ETH)Studied the ability of
DNN architectures to approximate families of functions

Stephane Mallat (ENS) ¢.
JoanBruna(NYU)Proposed

the scattering transform Architecture
(waveletbased) and

emphasized the treatment of Data
invariances in the input data

RichardBaraniuk& Ankit Algorith Mms

Patel (RICEQDffered a

generative probabilistic . : . . _
model for the data, Rene Vidal (JHUBxplained the ability to optimize the typical ron

showing how classic convex objective and yet get to a global minima

architectures and learning Naftali Tishby (HUJI)introduced the Information Bottleneck (IB)
algorithms relate to it concept and demonstrated its relevance to deep learning

Stefano{ 2 | (team WELAANalyzed the Stochastic Gradient
Descent (SGD) algorithm, connecting it to the IB objective
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So, Is there a Theory for DL ?

The answer is tricky:

There are already
various such attempts,
and some of them are

truly impressive

X odzi X

none of them iIs
complete
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Interesting Observations

o0 Theory origins: Signal Proc., Control Theory, Info. Theory, Ha}rmonic
Analysis, SparRepresed® > v dzl yidzyY t Kéairoasz t

E w2y Y ADLYsSifdark mionster covered

44 with mirrors. Everyonsees his reflectioh y' éA G (2
M5 BAR 5% yRKRAS aY A NNE NE
Wy, from Cinderella's story, telling each that

| he is themost beautifug
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This Lecture: More Specifically

Sparseland CSC ML-CSC
Sparse Convolutional Multi-Layered

Representation Sparse Convolutional
Theory Coding Sparse Coding

Sparsitylnspired Models > Deeplearning

Another underlying idea that accompanies'us Disclaimer:Being a

_ _ lecture on the theory
Generative modeling of data sources enabl of DL, this lecture

0 A systematic algorithm development, & | A da X (G KS2N.
0 A theoretical analysis of their performangemathematically oriented
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Multi-Layered Convolutional
Sparse Modeling

So, lets use this as our running title,
parse it into words,
and explain each of them
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Multi-Layered Convolutional




Our Data Is Structured

Stock Market

gT rmM k tTml

Matrix Data

SII

t'tﬂ 54"

Videos

o We are surrounded by various diverse
sources of massive information

o Each of these sources have an interna
structure, which can be exploited

o This structure, when identified, isthe M
engine behind the ability to process da

o How to identify structure?

Voice Si
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Medical Imaging
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