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A Proposed Theory for Deep-Learning (DL) 
 

Explanation:  
 

o DL has been extremely successful in  
solving a variety of learning problems  

o DL is an empirical field, with numerous  
tricks and know-how, but almost no  
theoretical  foundations 

o A theory for DL has become the  
holy-grail of current research in  
Machine-Learning and related fields  



   Who Needs Theory ?  
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We All Do !!  
 

                           Χ ōŜŎŀǳǎŜ Χ ! ǘƘŜƻǊȅ  
 

o Χ ŎƻǳƭŘ ōǊƛƴƎ ǘƘŜ ƴŜȄǘ ǊƻǳƴŘǎ ƻŦ ƛŘŜŀǎ  
to this field, breaking existing barriers  
and opening new opportunities 

o Χ ŎƻǳƭŘ ƳŀǇ ŎƭŜŀǊƭȅ ǘƘŜ ƭƛƳƛǘŀǘƛƻƴǎ ƻŦ 
existing DL solutions, and point to key 
features that control their performance 

o Χ ŎƻǳƭŘ ǊŜƳƻǾŜ ǘƘŜ ŦŜŜƭƛƴƎ ǿƛǘƘ Ƴŀƴȅ  
ƻŦ ǳǎ ǘƘŀǘ 5[ ƛǎ ŀ άŘŀǊƪ ƳŀƎƛŎέΣ ǘǳǊƴƛƴƎ  
it into a solid scientific discipline 

 Understanding is a good 
ǘƘƛƴƎ Χ ōǳǘ ŀƴƻǘƘŜǊ Ǝƻŀƭ ƛǎ 
inventing methods. In the 
history of science and 
technology, engineering  

preceded theoretical understanding:  
Á Lens & telescope ­ Optics 
Á Steam engine ­ Thermodynamics 
Á Airplane ­ Aerodynamics  
Á Radio & Comm. ­ Info. Theory  
Á Computer ­ Computer Science 

άaŀŎƘƛƴŜ 
learning has 
become 
ŀƭŎƘŜƳȅέ 

Ali Rahimi: 
NIPS 2017 

Test-of-Time 
Award 

Yan LeCun 



   A Theory for DL ? 
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Architecture 

Algorithms 

Data 

Rene Vidal  (JHU): Explained the ability to optimize the typical non-
convex objective and yet get to a global minima 

Naftali Tishby  (HUJI): Introduced the Information Bottleneck (IB) 
concept and demonstrated its relevance to deep learning  

Stefano {ƻŀǘǘƻΩǎ team (UCLA): Analyzed the Stochastic Gradient 
Descent (SGD) algorithm, connecting it to the IB objective  

Stephane Mallat (ENS) & 
Joan Bruna (NYU): Proposed 

the scattering transform 
(wavelet-based) and 

emphasized the treatment of 
invariances in the input data 

Richard Baraniuk & Ankit 
Patel (RICE): Offered a 

generative probabilistic 
model for the data,  

showing how classic 
architectures and learning 

algorithms relate to it 

Raja Giryes (TAU): Studied the architecture of DNN in the context 
of their ability to give distance-preserving embedding of signals 

Gitta Kutyniok (TU) & Helmut Bolcskei (ETH): Studied the ability of 
DNN architectures to approximate families of functions 



   So, is there a Theory for DL ? 
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The answer is tricky: 
 

There are already 
various such attempts, 
and some of them are 

truly impressive 
 

Χ ōǳǘ Χ 
 

none of them is 
complete 



   Interesting Observations 
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o Theory origins: Signal Proc., Control Theory, Info. Theory, Harmonic 
Analysis, Sparse RepresenΦΣ vǳŀƴǘǳƳ tƘȅǎƛŎǎΣ t59Σ aŀŎƘƛƴŜ ƭŜŀǊƴƛƴƎ Χ 

 

wƻƴ YƛƳƳŜƭΥ άDL is a dark monster covered  
with mirrors. Everyone sees his reflection ƛƴ ƛǘ Χέ 

 

5ŀǾƛŘ 5ƻƴƻƘƻΥ άΧ ǘƘŜǎŜ ƳƛǊǊƻǊǎ ŀǊŜ ǘŀƪŜƴ  
from Cinderella's story, telling each that  
he is the most beautifulέ 
 

o ¢ƻŘŀȅΩǎ ǘŀƭƪ ƛǎ ƻƴ ƻǳǊ ǇǊƻǇƻǎŜŘ ǘƘŜƻǊȅΥ 
 

         Χ and our theory is the best 

     Architecture 

Algorithms 

Data 

Vardan Papyan Yaniv Romano Jeremias Sulam Aviad Aberdam 



ML-CSC   
Multi-Layered 
Convolutional 
Sparse Coding 

Sparseland 
Sparse 

Representation 
Theory 

Another underlying idea that accompanies us 
  
Generative modeling of data sources enables  

o A systematic algorithm development, &   
o A theoretical analysis of their performance  

CSC 
Convolutional 

Sparse  
Coding 

   This Lecture: More Specifically    
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  Sparsity-Inspired Models 
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Deep-Learning 

Disclaimer: Being a 
lecture on the theory  

of DL, this lecture  
ƛǎ Χ ǘƘŜƻǊŜǘƛŎŀƭ Χ ŀƴŘ 

mathematically oriented  



Multi-Layered Convolutional  
Sparse Modeling 
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hǳǊ ŜǾŜƴǘǳŀƭ Ǝƻŀƭ ƛƴ ǘƻŘŀȅΩǎ ǘŀƭƪ ƛǎ ǘƻ ǇǊŜǎŜƴǘ ǘƘŜ Χ 
 
 
 
 
 
 

So, lets use this as our running title,  
parse it into words,  

and explain each of them 



Multi-Layered Convolutional  
Sparse Modeling 
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3D Objects 

Medical Imaging 
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   Our Data is Structured 

o We are surrounded by various diverse 
sources of massive information 

o Each of these sources have an internal 
structure, which can be exploited 

o This structure, when identified, is the  
engine behind the ability to process data 

o How to identify structure?  

Voice Signals 

Stock Market Biological Signals 

Videos 

Text Documents 

Radar Imaging 

Matrix Data 

     Social Networks 

Traffic info 

Seismic Data 
Still Images 
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Using models 
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